Alexandre Chorin obtained his PhD from New York University in 1966 and stayed on as a research scientist at the Courant Institute of Mathematical Sciences until 1969. Then he became an assistant professor at the Institute and was promoted to associate professor the following year. During 1971-72 he was a Visiting Miller Professor at the University of California, Berkeley, and subsequently joined the Mathematics Department as an associate professor. He was promoted to full professor in 1974. In 2002 he was named to the prestigious University Professorship. He is a member of the National Academy of Sciences and a fellow of the American Academy of Arts and Sciences. Among his honors is the National Academy of Sciences' Award in applied mathematics and numerical analysis, and the Norbert Wiener Prize of the American Mathematical Society and the Society for Industrial and Applied Mathematics. He has trained and mentored four generations of students, some of whom have gone on to become leaders in their own right.

Public Lecture: Prediction and Optimal Prediction

Wednesday, November 4, 2009 - 4:00 p.m.
Alumni Center Ballroom
Refreshments will be served at 3:30 p.m.

There are many problems in science (for example, in climate modelling or in economics) where one has to make long-range forecasts on the basis of uncertain models and data that are noisy and incomplete. I will present a mathematical analysis of how this can be done optimally. One moral of this presentation will be that in practice many predictions are invalidated, not only by the incompleteness of the models and the data, but also by the use of plausible but erroneous mathematical assumptions to simplify computations.

Mathematics Lecture: Monte Carlo without Chains

Friday, November 6, 2009 - 3:35 p.m.
101 Love Building
Refreshments will be served at 3:00 p.m. in 204 Love Building.

Monte Carlo methods are stochastic computing methods which are indispensable in the solution of problems with very many variables. They are almost always based on Markov chains, for good reasons that I will briefly recapitulate. There are many problems, however, where Markov chain Monte Carlo is too slow, and I will present a faster alternative based on renormalization group ideas, with examples from physics.