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Abstract

In this study GEOSAT altimetry data from the northeast Pacific is examined. The data are of two types: 1) binned data on 1°-latitude by 2°-longitude blocks and 2) collinear track data. The binned data cover the region from 20°N to 60°N and from the North American coastline westward to 150°W. In time the data span from 15 December 1986 to 1 June 1989. These data are examined using computer animation, which reveals a great deal about the variability of the sea surface signal in this region. Because there is evidence of westward propagation of sea level anomalies from the coast, 3 zonal transects of the data are made: 45°N, 49°N and 57°N. Complex empirical orthogonal function analysis at these latitudes reveals phase speed and amplitude information about the anomalies. The first eigenmode of this analysis at each latitude reveals a very strong annual signal. Two-dimensional spectral analysis at 45°N and 57°N is performed on the first eigenmode of the data. From the information revealed by the spectral analysis, it is concluded that there is westward propagation of sea level anomalies at 45°N. The propagating features are annual in frequency and on the order of 1000 km in length. At 57°N westward propagation is evident (as at 45°N), but there is also an eastward component at this latitude. Collinear track data from three ascending satellite tracks that cross the Gulf of Alaska are examined to observe mesoscale features on the order of 100 km. Many features are observed in these tracks which parallel cross the Gulf of Alaska are examined to observe mesoscale features on the order of 100 km. Many features are observed in these tracks which parallel the Canadian and Alaskan coastline. The most notable being the Sitka
eddy. Westward propagation of a number of these features is observed. The results from the analysis of both types of GEOSAT data are compared with other observational data as well as numerical model data. This comparison study emphasizes the value of altimetry data. In particular it was found that altimetry data is useful in verifying computer models of the ocean and documenting their weaknesses.
1. **Introduction**

1.1 Motivation and objectives

Over the past several years, many studies have been conducted to gain a better understanding of the circulation of the Northeast Pacific Ocean. A subregion of this area and the principle focus of this paper is the Gulf of Alaska. Figure 1 shows the region of this study. This region encompasses several permanent oceanographic features. These include the California Current system, Alaskan Current, Alaskan Gyre, Subarctic Current, West Wind Drift, and a portion of the North Pacific Gyre. In this paper we analyze GEOSAT (for GEOdetic SATellite) data to increase our knowledge of the Northeast Pacific Ocean circulation.

There are several reasons to study this part of the Pacific Ocean. This region is important because it supports a large and diverse commercial and recreational fishery [Mysak, 1986]. The salmon, halibut, pollack, crab, and other indigent ocean species provide millions of dollars in revenue. Mysak [1986] has shown that fluctuations in the circulation of this region directly affect the annual catches of many of the species of sea life harvested. This region is also important for meteorologic reasons. Many of the winter storms in the western U. S. and Canada are of the maritime polar type. The Gulf of Alaska is the primary region for the
Fig. 1. Schematic diagram of the surface circulation in the Northeast Pacific relative to 1000 db. Notice that the eastward flowing Subarctic Current and the West Wind Drift bifurcate at the coast. This separation of currents in what is called the transition region forms the cyclonic gyre in the Gulf of Alaska and the equatorward flowing California Current. Adapted from Hickey, [1989].
genesis of these storms [Aherns, 1982]. In the northern hemisphere winter, cold, dry continental polar air masses form over Asia and the polar regions and are brought southward over the Pacific ocean by the Aleutian Low. As these air masses travel across the ocean, they change their characteristics by acquiring heat and moisture from the ocean. By the time that the air masses reach the Pacific coastline they are cool, moist and unstable. This can result in severe winter storms in the Pacific Northwest, especially in the mountain regions. A better understanding of the ocean's circulation in this region will lead to a better understanding of how the atmosphere responds. This in turn will lead to improved forecasting of these types of winter storms.

Of the circulation studies (of this area) that have been done in the last few years, some have been observational in nature [e.g., Royer, 1981; Tabata, 1982; and Mysak, 1986], while others have been theoretical. The theoretical studies have included both analytic studies and numerical modelling of the region [Cummins and Mysak, 1988]. One of the main drawbacks to both observational and theoretical studies of the circulation of the Gulf of Alaska is that observations of this region have been limited in the past. This is in part due to the region's climate, which can curtail or prevent long-term research cruises. In the past few years, some solutions to this problem of data deficiency have been devised. These include new technologies such as deep moored current meters and satellite tracked buoys [Tabata, 1982], as well as other remote sensing tools.

One of the newest observational tools for determining the ocean's circulation patterns is the satellite borne radar altimeter. The most recent
of these is the satellite called GEOSAT (July, 1991). By measuring the sea surface height (henceforth SSH), which is essentially the shape of the ocean around the earth, as measured by a radar altimeter, an estimate of the geostrophic circulation can be made. Also, mesoscale ocean features can be observed in the SSH. These may include eddies, fluctuations or meanders in mean surface currents, oceanic fronts and planetary waves such as Rossby and Kelvin waves. The purpose of this study is to analyze GEOSAT SSH data taken from the Gulf of Alaska and Northeast Pacific regions and discern specific mesoscale ocean features. Some comparisons of GEOSAT data will be made to other observational data and also to data produced by a numerical model of the same region. The motivation behind these comparisons is to learn how to utilize radar altimeter data in oceanographic research.

This paper is divided into six sections. The remainder of this section presents an overview of the region's circulation. Section two is a review of the GEOSAT mission and some of the recent research using GEOSAT data. Section three presents the two types of GEOSAT data and the analysis techniques used in this research. The first GEOSAT data set is average SSH data binned in 1°-latitude by 2-longitude boxes. This particular data set is analyzed with complex empirical orthogonal functions and two dimensional power spectrum analysis. The second type of data is from several ascending and descending GEOSAT tracks that traverse the area of interest. These data are analyzed using standard time-series techniques. The results of the GEOSAT data analysis will be presented in section four.

We demonstrate evidence of westward propagation of sea level anomalies,
observations of mesoscale eddies and observations of the fluctuations in the mean surface circulation. This section will also include comparison of GEOSAT data to other observational data. We show that the GEOSAT data is in good agreement with classical observations of the area such as those involving drifter data. Section five contains comparisons of GEOSAT results with the sea surface signal produced by numerical models. We show that GEOSAT SSH data is also in good agreement with model solutions of the seasonal variability of the sea level off the Oregon and Washington coastlines. Finally, in section six we present our conclusions.

1.2 Review of the circulation in the Northeast Pacific

The mean atmospheric circulation in the Gulf of Alaska is dominated in the winter by an intense low pressure system known as the Aleutian Low. This system stretches from the Kamchatka Peninsula in Asia all the way to the Pacific coast of North America. To the south of this region is the Subtropical high, which is centered over an area just west of southern California. In the spring, the Aleutian low begins to weaken and shift westward, and the Subtropical high strengthens and expands [Emery and Hamilton, 1985]. By mid-summer, the Subtropical high has intensified due to seasonal warming. The high pressure system now dominates the entire northeast Pacific, and all evidence of the Aleutian low has disappeared from the region. In the fall, the high pressure starts to weaken, and the atmosphere starts to return to the wintertime condition disappeared from the region. In the fall, the high pressure starts to weaken, and the atmosphere starts to return to the wintertime condition. Figures 2a - 2d show the seasonal mean sea level atmospheric pressure for
the northeast Pacific.

The most important aspect of this season-to-season atmospheric pattern, as it pertains to this research, is that there is a great deal of variability about the mean atmospheric circulation from one year to the next. Emery and Hamilton [1985] examined only the mean winter and mean spring atmospheric pressure from 1947 to 1982 for this region, but their research exemplifies how variable the atmosphere is in this region. They were able to classify three distinct patterns of the sea level atmospheric pressure (SLP) and the related circulation. These are: 1) close to the mean, 2) a greatly intensified Aleutian low, and 3) a weak Aleutian low with an intensified Subtropical high that intrudes into the Gulf of Alaska from the southeast. From the SLP data for the region, a pressure index time series was computed between the two stations marked by dots in Figures 2c and 2d. This pressure index gave a relative strength of the atmospheric circulation and was compared to records of sea surface temperature and sea level at coastal stations in British Columbia (B.C.). The sea level data were taken from Victoria, B.C. and Prince Rupert, B.C. The time series for the pressure index and the sea level at Prince Rupert showed a correlation of 0.68. This correlation was dominated by the fact that when the pressure index was high there was almost always a corresponding high sea level at Prince Rupert. The explanation given for this is that a high pressure index corresponded to strong geostrophic surface wind from the south or southwest. This induced a stronger than normal oceanic mass transport shoreward, which resulted in higher than normal sea level along the coast. The time series comparison of the data
Fig. 2. Distribution of the atmospheric pressure at sea-level over the North Pacific. (a) Winter (January) and (b) Summer (July), from Tabata, [1976] are based on 22-yr means (1950-1971) of atmospheric pressure. (c) Winter and (d) Spring, mean sea level pressure from Emery and Hamilton [1985], based on 36-years of sea level pressure. The two dots in (c) and (d) mark the are based on 22-yr means (1950-1971) of atmospheric pressure. (c) Winter and (d) Spring, mean sea level pressure from Emery and Hamilton [1985], based on 36-years of sea level pressure. The two dots in (c) and (d) mark the locations which were used to calculate the pressure index which is discussed in the text.
Fig. 2. Continued
also showed that at times the sea level at Prince Rupert was high when the value for the pressure index was low. This led Emery and Hamilton to believe that there were mechanisms other than the local atmospheric signal that force the sea level in the Northeast Pacific. At Victoria, the correlation between sea level and the pressure index was low (0.28). Emery and Hamilton concluded that the location of the sea level station (in the Strait of Juan de Fuca) was reflecting many mechanisms, such as local effects, other than atmospheric forcing in the sea surface signal.

If we examine the mean ocean surface circulation of the northeast Pacific, it mirrors (in a geostrophic sense) the atmospheric circulation as described above. Notice that in Figure 1 there is a general cyclonic flow to the north of 45°N and a general anticyclonic flow to the south of that latitude. The mean geostrophic surface winds in the region of 45°N are generally from the south to southwest in both the summer and winter. In the open ocean, the corresponding surface wind stress is ~15°-30° to the left of the geostrophic wind. This induces an oceanic mass transport which is about 90° to the right of the wind stress [Emery and Hamilton, 1985]. The resulting mean surface circulation in this region then is the combination of the Subarctic Current, the West Wind drift, and the North Pacific Current. These currents flow eastward and are centered about 45°N. When this flow impinges upon the North American coastline (continental shelf), it bifurcates forming the poleward flowing Alaska Current and the equatorward flowing California Current.

The mean currents described above have been well documented in equatorward flowing California Current.

The mean currents described above have been well documented in the literature. A good example of this is the Kirwan et al., study of 1978.
This study examined the trajectories of 23 satellite tracked drifting buoys that were released in the northeast Pacific ocean. Figure 3 shows the trajectories of eleven such buoys superimposed on the mean annual dynamic topography referenced to 0/1000 db. If we disregard the mesoscale variability of the individual tracks, it is apparent that the drifters followed the mean circulation of the region very well. One point of note about the drifters is that those deployed in the North Pacific current or southward remained in the subtropical gyre, while those that were deployed in the subarctic current or northward remained in the subarctic (or Alaskan) gyre [Kirwan, et al.]. Those that went to the south seemed to follow the path of the California Current, and those that went north followed the Alaska Current and some of these were observed to be entrained in mesoscale eddies. At this point, a more in depth discussion of the California Current and the Alaska Current is warranted.

1.2.1 The California Current system

The California Current in Figure 1 is more accurately described as the California Current system. It is comprised of the California Current (CC), the Davidson Current (DC), and the California Undercurrent (CU), [Hickey, 1989]. In this discussion, the CU will be omitted as this research is focused on the surface circulation in this region. Figure 4 shows the seasonal mean flow of both the CC and the DC. Notice that in winter both of these currents are present. The equatorward flowing CC is furthest from seasonal mean flow of both the CC and the DC. Notice that in winter both of these currents are present. The equatorward flowing CC is furthest from shore and the DC is at its maximum, flowing poleward and skirting the
\[ \frac{1}{\rho} \frac{\partial p}{\partial y} = -fu \quad \text{Eq. 2b.} \]

In that this specific research is interested in observing mesoscale ocean features in the Gulf of Alaska, the only measurement from GEOSAT that is used is the variability of the SSH about the mean sea surface. For the region of study, the mean sea surface was taken as the one year mean at each data point for the year August 1987 to August 1988. This definition of the mean was predetermined in the data set which was received from NOAA/NOS. The measurement of SSH is calculated as follows:

\[ \eta(x) = H_s - H_g \quad \text{Eq. 3a} \]

where,

\[ H_s = H_o(x) - H_a(x) \quad \text{Eq. 3b} \]

and that changes in \( \eta \) (the variability of SSH) are given by,

\[ \frac{\partial \eta}{\partial x} = \frac{\partial H_s}{\partial x} - \frac{\partial H_g}{\partial x} \quad \text{Eq. 3c} \]

*Calman* [1987] defines all of the measurements shown here. \( H_o \) is the orbit height of the satellite determined from an ephemeris (a table of satellite positions versus time). \( H_a \) is the distance from the satellite to the sea surface measured by the altimeter. \( H_s \) is the sea surface relative to the ellipsoid of revolution of the satellite. It is the shape that the ocean would have if the ocean were motionless on a rotating earth. \( H_g \) is the mean geoid
which is determined from very accurate models or by direct measurements of the earth's gravity field. The dynamic topography, $\eta$, is the departure of the sea surface from the mean geoid. Hidden in the measurement of SSH are many complications to receiving sea level information and errors which need to be corrected. Many of these errors are caused by environmental effects, while others are due to instrument design or satellite orbit. The corrections and adjustments that were made to the raw data to produce the Geophysical Data Records (GDR's), which are distributed by NOAA/NOS are explained in full detail in *NOAA Technical Memorandum, NOS, NGS-46, [Cheney et al., 1987]*. The weakest of all corrections made to raw GEOSAT data is the one for the wet troposphere effect.

The error induced by the wet troposphere is one which effects the path-length of a radar pulse sent from the satellite. The moisture in the atmosphere effectively slows the speed of electromagnetic waves travelling from one point to another. This increases the time that it takes for the satellite to receive the reflected energy from the sea surface. The increased time is interpreted by the altimeter as a depression in the sea surface. Therefore, the raw measurement will show an SSH which is lower than it really is. In extreme cases, it is estimated that this error can contribute as much as 35 cm in magnitude to the SSH. This large value can mask some mesoscale features and enhance others. To date there have been four methods utilized to correct the error caused by the wet troposphere.

The first method for correcting the wet tropospheric error was to methods utilized to correct the error caused by the wet troposphere.

The first method for correcting the wet tropospheric error was to utilize data from the U.S. Navy's Fleet Numerical Oceanographic Center
water vapor model. This is a global model which is updated every 12 hours by a large observational data set [Cheney et al., 1987]. The model data for the appropriate time and place, corresponding to altimeter measurements are added to the raw GEOSAT data to make the water vapor correction. The second method employed was based on climatologic water vapor derived from 3 years of NIMBUS-7 SMMR (Scanning Multichannel Microwave Radiometer), observations [Cheney et al., 1987]. The third method for making water vapor corrections has only recently been added to the full set of GDR’s and appears to be the most accurate, when available [personal communication with Laury Miller]. This method incorporated data taken from the Special Sensor Microwave/Imager (SSM/I) on board the polar-orbiting Defense Meteorological Satellite Program (DMSP), satellite number 8 which began its mission in 1987. Because the DSMP – 8 and GEOSAT missions were concurrent, although not on the same orbit, it was possible to use water vapor data from the SSM/I which corresponded to GEOSAT tracks within a few hours [Phoebus and Hawkins, 1990]. The fourth method to make water vapor corrections is by using the data from the TIROS operational vertical sounder (TOVS) [Emery et al. 1990]. The reader is encouraged to see the many articles concerning water vapor corrections which appear in the GEOSAT Special Issue of the Journal of Geophysical Research, [1990]. The main point which has been learned from the various research concerning water vapor corrections, is that in areas where the SSH variability is low and the variability of atmospheric water vapor is high, the most accurate corrections available must be made to the raw SSH variability is low and the variability of atmospheric water vapor is high, the most accurate corrections available must be made to the raw GEOSAT data. In the future, radar altimetry satellites should have
onboard radiometers to determine the atmospheric water vapor that is coincident with every radar pulse.

2.2 Using GEOSAT to Observe Mesoscale Ocean Dynamics

One of the first efforts to utilize GEOSAT data in the analysis of ocean features was performed by Cheney et al. [1989]. Their main project was to monitor tropical sea level variability, particularly the tropical Pacific Ocean. By 1989 this group had analyzed more than 4 years of data to derive a continuous time series of Tropical Pacific sea level data. By comparing the GEOSAT time series with tide gauge data taken from island stations in the Tropical Pacific a measure of the accuracy of the GEOSAT data was made. After including the necessary error corrections (including the FNOC water vapor for this study), it was found that GEOSAT agreed with the tide gauge data to within 4 - 6 cm rms with a correlation ranging between 0.8 and 0.9. The analysis also showed good agreement when compared to sea level produced by existing wind driven models of the Tropical Pacific.

One of the most enlightening aspects of the Cheney et al. [1989], project was the near real time observation of the 1986-87 equatorial El Niño event. For the first time ever, high resolution, direct observations of the evolution of an El Niño event were made. The observation of an equatorial El Niño event by a satellite measuring sea level was predicted by O'Brien [1980]. He predicted that, as the southeast trades weaken in the central El Niño event by a satellite measuring sea level was predicted by O'Brien [1980]. He predicted that, as the southeast trades weaken in the central Pacific, evidence of the resultant downwelling Kelvin wave would be
observable in the sea level signal measured by a satellite altimeter. By continuously monitoring tropical sea level with a radar altimeter it is predicted that better forecasts of El Niño events will be possible. This is especially true when altimetry data is assimilated into ocean circulation models and compared to other oceanographic observations. As GEOSAT is no longer in service, and there are currently no other satellites with radar altimeters aboard, the monitoring of global sea level in this manner is temporarily on hold (July 1991).

The Cheney et al. [1989] project just discussed showed the value of using satellite altimetry data for observing the variability of the SSH on an interannual time scale. There have been numerous studies that examine the variability of the SSH on seasonal and annual time scales e.g., Zlotnicki et al. [1989] examined the seasonal variability of sea level for the entire globe using GEOSAT data for the period November 1986 to March 1988. This study is significant because their research showed that the seasonal variability of SSH observed in the NE Pacific was not due to errors in the measuring system. In fact they found, as expected from theory, that the variability of SSH is in phase with the wind stress curl of the region. They also found that the SSH from GEOSAT was consistent with other observational studies, (i.e. current meter studies), and that it provides evidence of the response of the ocean to seasonally fluctuating winds.

Two system errors that Zlotnicki et al. [1989] address specifically in their paper are those due to the inverse barometer effect and the water vapor (or wet troposphere) effect. They conclude that if the proper orbit correction is included in the raw data manipulation then the inverse
barometer effect is negligible. This is because the length scale of atmospheric pressure systems is on the order of 1000 km, and the proper orbit correction tends to eliminate signals of that scale. They also conclude that for this particular region (NE Pacific), the water vapor error does not drastically alter the oceanographic signal. The reasoning behind this is that in regions north of 35° N the water vapor variability, in both time and space, is much lower than in regions to the south of 35°N. This means that the water vapor correction is small for the NE Pacific region compared to elsewhere. This argument is contradicted by Pheobus and Hawkins, [1990] with their research using SSM/I data. They found that 42% of the oceanographic features that they observed using GEOSAT data from the NE Pacific during the month of September 1987 were altered in some way by water vapor effects. One explanation for the discrepancy between these two studies is that one examined the seasonal variability while the other was looking at a single month of data. To reiterate a point made earlier, the best available corrections to the water vapor error must be made to GEOSAT data in order to get the best rendering possible of SSH.

Another study examining the seasonal variability of SSH is that of White et al. [1990]. They examine evidence of annual Rossby waves in the GEOSAT ERM data in the California Current. Using CEOF analysis, they find that for their 1-year data set (November 1986 to October 1987), that the annual signal accounts for 53% of the variance of SSH, while the semi-annual signal accounts for 23%. They also found, using two dimensional spectrum analysis, that the maximum energy of the sea level signal was annual signal accounts for 23%. They also found, using two dimensional spectrum analysis, that the maximum energy of the sea level signal was qualitatively close to the linear Rossby dispersion relation. They did this
analysis on time-latitude data for 25°, 30°, 35° and 40° N, showing that the zonal phase speed decreased with latitude, which is consistent with linear Rossby theory. In addition to examining Rossby dynamics, they also used the GEOSAT data to track specific features that were generated and propagated through the California Current region. They found that these features propagated to the west with speeds of 1.4 cm sec \(^{-1}\). The most interesting observation made concerning these features is that positive and negative anomalies appeared to follow one another in a wavelike fashion. This observation is what lead them to use CEOF's and power spectrum analysis to show that the Rossby wave signal is evident in the SSH signal of GEOSAT data.

Gower [1989] used GEOSAT data to track specific oceanographic features by examining ascending tracks in the Gulf of Alaska for the period November 1987 to June 1989. In the data set he was able to observe several mesoscale sea level anomalies. Several of these were anti-cyclonic eddies. More eddies appeared to form in the northern part of his domain than in the southern part, which is in the transition region mentioned previously. Most of the eddies observed propagated to the west with speeds between 1 and 2 cm sec \(^{-1}\). A very prominent eddy was observed in the region where the "Sitka" eddy forms [Kirwan et al. 1978 and Tabata 1982]. Gower concludes from this study that SSH anomaly analysis, using GEOSAT, for the Gulf of Alaska region is a significant improvement over that previously supplied by ship data. This is primarily due to the vast improvement in spatial and temporal coverage provided by a satellite. The reader is again supplied by ship data. This is primarily due to the vast improvement in spatial and temporal coverage provided by a satellite. The reader is again referred to the GEOSAT Special Issue of JGR 1990, as there are several
papers covering a myriad of topics using GEOSAT data presented there. In summary GEOSAT has proven, and will continue to do so, the value of using radar altimetry for doing oceanographic research.
3. GEOSAT Data and Analysis Methods

3.1 GEOSAT DATA

The data used for this research are organized in two different ways. The first data, which covers the region bounded by the North American coastline west to 150°W and from 20°N to 60°N, are samples from the ERM which have been binned in 1°-latitude by 2°-longitude boxes. The second data are collinear (alongtrack) samples taken from individual satellite tracks which cover a portion of the Gulf of Alaska. The second data are also from the ERM. The data sets cover the entire ERM which lasted from November, 1986 to January, 1990.

3.1.1 Binned GEOSAT Data

The binning of GEOSAT data into the 1° by 2° boxes is accomplished in the following manner. Each altimeter cycle that passes through a given 1° by 2° region contributes a discrete height measurement as a function of time. This measurement is an estimate of an average SSH along the ground track segment that passes through the box. For boxes that have multiple cycles, the measurement for each pass is collected with the others to form an average SSH for the entire box. This average SSH is considered to be located at the center of the box. For the ERM each box is sampled by
the satellite 2 to 4 times in each 17-day period [Cheney, 1989].

The binned GEOSAT data were received with the corrections and adjustments listed in Table 1. Note specifically that the water vapor correction for these data is derived from the FNOC water vapor model since the data set was received prior to the implementation of the SSM/I water vapor corrections. The use of the FNOC water vapor correction may have enhanced or suppressed some of the oceanographic features in the region thus giving a false representation of the sea surface. Also note that there is no inverse barometer correction in this data set.

Since the data received have had a one year mean (August 1987 - August 1988) removed, the data for each bin are a time series of sea level anomalies, spaced on average 17-days apart. After examining the distribution of SSH in the data, it was decided to remove all values greater than 5 standard deviations from the mean. This value was chosen rather than the usual 3 standard deviations because in the northern part of the data domain the SSH variability was very high compared to the southern part. If 3 standard deviations were used than a good deal of the sea surface signal in the Gulf of Alaska would have been removed. This had little adverse affect on the rest of the data set. Less than 0.5% of the data which fell greater than 3 standard deviations from the mean fell less than 5 standard deviations away.

The second step in this analysis was to interpolate between the 17-day points in time and to fill missing blocks of data. This was accomplished with a simple linear interpolation scheme. The data set used begins December 15, 1986 and ends June 1, 1989. The reason so much data were
Table 1: List of corrections and adjustments which were made to the binned GEOSAT data [Cheney, et al. 1987].

<table>
<thead>
<tr>
<th>Correction</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Solid Earth Tide</td>
<td>Model</td>
</tr>
<tr>
<td>2. Fluid Tide (Ocean Tides)</td>
<td>Model</td>
</tr>
<tr>
<td>3. Ionospheric Correction</td>
<td>Model</td>
</tr>
<tr>
<td>4. Wet Troposphere</td>
<td>FNOC Model</td>
</tr>
<tr>
<td>5. Dry Troposphere</td>
<td>FNOC barometric pressure</td>
</tr>
<tr>
<td>6. Geoid</td>
<td>Model</td>
</tr>
<tr>
<td>7. Electromagnetic Bias</td>
<td>Empirical</td>
</tr>
<tr>
<td>8. Orbit Error</td>
<td>Quadratic Polynomial</td>
</tr>
</tbody>
</table>
removed at the end of the mission was that there were large data gaps for the region during the last 8 months of the ERM. These large data gaps were due in part to tape recorder failure on the satellite and also spacecraft attitude variability. The latter being caused by increased solar activity in 1989 and by systematic deviations of the satellite [Doyle et al. 1990].

The next step in the analysis was to pick an appropriate smoothing routine that would filter out the high frequency signals, which were not of interest in this study. The technique chosen was a 1-2-1 Hanning window repeated 92 times in time to filter signals with a frequency higher than 55-days. The frequency response function for this filter (Figure 6) was chosen to retain Rossby wave propagation and mesoscale features which persist two months or longer. The data were also smoothed in space with a Hanning window once in each of the latitude and longitude directions. This was done to eliminate the 2Δ spatial noise which is a remnant of the binning process. The data were now a smooth 900-day time series of SSH at each 1° by 2° box.

3.1.2 Collinear Track Data

The second data set used in this study consisted of a number of descending and ascending tracks which crossed a portion of the Gulf of Alaska. This data set included all of the corrections and adjustments as the binned data except for a few changes. First, the water vapor correction is derived from the SSM/I; second, a better orbit correction has been included and third an inverse barometer correction has been included.
Fig. 6. The frequency response function of the Hanning window used on the binned GEOSAT data. There were 92 passes made in time producing a half-power point corresponding to a period of 55-days. This value was chosen to retain Rossby wave dynamics and mesoscale features which persist two months or longer.
The data along each groundtrack are spaced approximately 6.7 km apart, since 10 measurements per second are averaged into a single SSH for each second along track. The spacing is variable, and these variations are caused by such things as high sea state and less than 10 measurements per second, among other reasons [personal communication with L. Miller, 1991]. In order to get evenly spaced data along track, a cubic spline with a spacing of 5 km between data points was applied to each cycle of each track. For ascending tracks, when large blocks of data were missing on a given cycle and to avoid extrapolation of data, a filling procedure in time was performed. This technique used an average of the missing value's nearest cycle and to avoid extrapolation of data, a filling procedure in time was performed. This technique used an average of the missing value's nearest neighbors, one forward and one backward in time. For any given
ascending track, there were never more than two consecutive missing cycles. This scheme was not used on descending tracks because there was an excessive amount of missing data in time. Occasionally several consecutive cycles on a given descending track would be missing.

3.2 Data Analysis Techniques

3.2.1 Complex Empirical Orthogonal Functions

The use of CEOF's has been a very successful technique in the analysis of many different kinds of oceanographic and meteorologic data [Shriver et al., 1991, White et al., 1990, White et al., 1987, Barnett, 1983 and others]. The objective of this technique is to extract information about propagating physical features from a space-time data set. This is essentially accomplished by transforming the original data matrix with the Hilbert transform, creating a new complex data set with the Hilbert transform as the complex part, and performing eigenmode decomposition of the new data matrix. As this new matrix is Hermitian, its eigenmodes contain phase and amplitude information about the principle components of the original data. White et al. [1987], and Barnett [1983] present a detailed discussion of this technique. A brief review will be presented here.

Let $D$ be a data matrix with time rows and space columns. Let $E$ be the Hilbert transform and form:

$$W = D + iE.$$

Compute $WW^T$ to obtain a modified covariance matrix $H = WW^T$

$$W = D + iE.$$

Compute $WW^T$, to obtain a modified covariance matrix, $H = WW^T$

(where $T$ denotes complex conjugate transpose).
Let A be a square matrix containing the right eigenvectors of H and B be a diagonal matrix containing the eigenvalues of H. From B we can find the percent variance of each eigenmode by dividing each eigenvalue by the trace of B. Depending on whether H is the temporal or spatial covariance matrix, the individual eigenvectors of A are the temporal or spatial patterns of each eigenmode. By multiplying W with the individual eigenvectors of A, the spatial or temporal patterns can be found.

The most important aspect of CEOF's, which can not be produced by using traditional EOF's, is that amplitude and phase information about propagating features of each eigenmode can be calculated. Recall that phase speed c, is related to the frequency, ω, and wavenumber, k, of a travelling wave by $c = \frac{\omega}{k}$.

Where:

$$\omega = -\frac{d\phi}{dt} \quad \text{Eq. 4.}$$

$$k = \frac{d\theta}{dt} \quad \text{Eq. 5.}$$

The phase, $\phi$, of the temporal pattern of the eigenmodes, is the arctangent of the ratio of the imaginary part and the real part of the temporal pattern; i.e. $\phi = \arctan(t_{Im}/t_{Re})$. The phase, $\theta$, of the spatial pattern of the eigenmodes, is the arctangent of the ratio of the imaginary part and the real part of the spatial pattern; i.e. $\theta = \arctan(s_{Im}/s_{Re})$.

The matrix manipulations were tested on a cosine wave, $D(t_{time}, x_{space}) = \cos(kx - \omega t)$. The first CEOF eigenmode accounts for
100% of the variance of these data, since the wave form is a "perfect" wave with no noise. This tested technique of calculated CEOF's has been applied to the binned GEOSAT data.

3.2.2 Two-Dimensional Spectral Analysis

White et al. [1990] used CEOF analysis on GEOSAT data in the California Current region. They found that this type of analysis suggests the evidence of Rossby wave propagation in the GEOSAT data but that there was very little quantitative information about the phase speed and direction of the propagating features. Therefore, they used two-dimensional spectral analysis. They chose east-west wavenumber and frequency as the independent variables of this analysis. A brief review of the technique is presented here. The space time data are first transformed into Fourier space using a two dimensional FFT algorithm. The spectrum of these data are calculated. This yields frequency information on the domain \(-\frac{1}{2\Delta t} \leq f < \frac{1}{2\Delta t}\) and wavenumber information on the domain \(-\frac{1}{2\Delta x} \leq k < \frac{1}{2\Delta x}\). Because the information in negative frequency space is redundant to that in the positive frequency space, the quadrants with negative frequency can be disregarded. This is not the case for the negative wavenumber space. Negative wavenumber reveals information concerning negative (westward) travelling waves.
4. Results

4.1 Visual Analysis of Binned GEOSAT Data

In this age of high speed computers with massive storage mediums and high quality graphics capabilities, it is now possible to produce pictures of the vast quantities of geophysical data provided to us by satellites. Taking the graphics capabilities one step farther, we can animate time series of that data in such a way that we can actually see what the satellites have measured. As it is impossible in a paper of this type to show the animation of the GEOSAT data we have examined, we will make an attempt to describe what we have seen with words. A videotape of the animated GEOSAT data is available upon request from the author. Visual analysis of the GEOSAT SSH for the region depicted in Figure 1 provides a good starting point to identify mesoscale features. Identified mesoscale features can indicate the path to more concentrated study of specific features within the region. Many of the specific features observed in the animation process warrant discussion.

One of the most prominent features in the SSH is the annual signal. Each winter in the three year data set shows the same general pattern as any other, and the same is true for the summer pattern. Westward propagation of sea-level anomalies is evident throughout the data set, any other, and the same is true for the summer pattern. Westward propagation of sea-level anomalies is evident throughout the data set,
suggesting the evidence of Rossby wave dynamics. This is especially true in the southern portion of the data domain. Propagation of anomalies is also evident along the coastline of North America. The evidence of this is very segmented and sporadic. Poleward Kelvin wave propagation in this region has been shown to exist (Pares Sierra and O'Brien, 1989), and is therefore expected to be found in the GEOSAT SSH.

Seasonal upwelling and downwelling are both evident along the coasts of California, Oregon, and Washington. Coastal propagation of sea level anomalies is especially evident in the Gulf of Alaska. This is strong evidence of the seasonal and interannual intensification and relaxation of the Alaska Current and the Alaskan Stream.

In the region about 5° to the north and south of 45°N occasional eastward propagation of sea level anomalies is observed. As shown previously, the mean flow pattern at this latitude is towards the east. This eastward surface flow is the manifestation of the West Wind Drift and Subarctic Current. Because the mean SSH has been removed from this data set only anomalies of the flow of these two currents is evident in the sea level signal. When these flows meander, or are intensified or relaxed from the mean, an SSH anomaly should be evident. These features are then transported to the east by the mean surface flow until they reach the transition region near the coast. Once they reach this transition region, it is very difficult to see the direction of propagation they assume at that point. In general, the transition region is in a very confused, state but at times there is evidence that westward propagation does occur out to about ten
degrees from the coastline. Just to the south of this region right along the coast, there is evidence of the winter formation of the Davidson current.

One very prominent feature in the southeastern part of the domain will only be mentioned in passing, as this research concentrates on the Gulf of Alaska. In the fall of 1987, there is an intense positive sea level anomaly which forms along the coast of Baja California and propagates to the west. The timing for this event suggests that it may be related to the 1986-'87 equatorial El Niño event. Norton et al. [1985] present results of several studies that indicate that there is an oceanographic response, in the form of positive sea level anomalies, to equatorial El Niño events in the Baja region. This response is delayed from 8 to 10 months after the equatorial event. The most striking example of this was the 1982-'83 El Niño which produced a very strong coastal warming signal in the fall of 1983. Warm anomalies of ocean temperature at the surface is reflected in the SSH as a positive sea level anomaly. The positive sea level anomaly observed in the fall '87 GEOSAT data is consistent with the Norton et al. observations.

4.2 CEOF Analysis of Binned GEOSAT Data

As described in the previous section, a useful technique for isolating propagating features in a two dimensional data field is that of CEOF’s. Here we are interested in isolating westward propagating features in the region from 40°N northward into the Gulf of Alaska. One of the objectives is to compare results from this analysis of GEOSAT data with data produced region from 40°N northward into the Gulf of Alaska. One of the objectives is to compare results from this analysis of GEOSAT data with data produced by reduced gravity, baroclinic models of the same region. As White et al.
[1990] employed the same basic analysis techniques in the California Current region, including 40°N, we begin our analysis at 45°N.

At 45°N a space-time data matrix (from 125°W to 137°W) of the 900-day GEOSAT data set was constructed in order to perform the CEOF analysis. Due to a great deal of unresolvable interannual variability in this data matrix, very little useful information was extracted from the initial CEOF analysis. In order to eliminate the unresolvable low frequency signal, the data were averaged into a composite one year data set (Figure 7). It is readily apparent that there is westward propagation of sea level anomalies at this latitude. It is also obvious that there is a strong annual signal in the data. The sea level at the eastern edge of the domain is lower than the mean in the winter and higher than the mean in summer. The CEOF of this composite data set was calculated yielding some interesting results.

The first CEOF mode accounts for 88% of the variance of SSH. We assume the remaining variance is noise; therefore, only the first mode will be discussed here. In the temporal pattern (Figures 8a & 8b) of the first eigenmode, the annual signal is obvious. There is a negative phase shift between the real and imaginary components of the temporal pattern. The real and imaginary components of the spatial pattern (Figures 8c & 8d) also show a phase shift, but otherwise show little information about the data. A more interesting and informative representation is one of the amplitude of the spatial pattern (Figure 9). This shows that the maximum variability of SSH occurs near 127°W, which is approximately 235 km from the coast of North America. Using the relationships between the spatial phase
Fig. 7. Composite of GEOSAT SSH data at 45°N, 125°W to 137°W. Two years are shown to emphasize the annual signal. Notice that the maximum variability is in the eastern part of the data domain. Note also that there is a sloping pattern directed towards the upper left part of the plot. This indicates that as sea level anomalies form near the coast they propagate to the west in time. The SSH contours are in centimeters and negative values are dashed.
Fig. 8. First eigenmode at 45°N accounting for 88% of sea level variance. The time axis is in months with month 1 and 13 corresponding to January. The spatial axis is in degrees longitude. a) & b) Real and imaginary components of the temporal pattern. Notice the strong annual signal and the phase shift between the real and imaginary components. c) & d) Real and imaginary components of the spatial pattern. Again note the phase shift between the two components.
Fig. 9. The amplitude of the spatial pattern of the first eigenmode at 45°N.
function and wavenumber, and the temporal phase function and frequency, a phase speed and direction of the propagating features can be calculated. The temporal and spatial phase functions were calculated and as they had near constant rate of change a straight line was fit to each to calculate their derivatives. From the method previously described, a mean phase speed of \(-4.0\, \text{cm s}^{-1}\) was calculated. The negative value implies westward propagation along 45°N. As this speed is higher than the theoretical Rossby wave speed for this latitude we can not conclude that the westward propagation of sea level anomalies is due to Rossby wave dynamics.

A space time picture of the first eigenmode (Figure 10) (reconstructed from the temporal and spatial patterns) shows several very noticeable features. First, as observed in the amplitude of the spatial pattern, the maximum variability occurs at around 127°W. Initially it was expected that the maximum variability of GEOSAT SSH would be present at the coast for this latitude. This proved not to be an incorrect assumption, but one which GEOSAT could not verify because the satellite did not measure sea level right along the coast. Due to the nature of the binning process any data recorded within 2° of the coastline at 45°N shows up as a value at 125°W. For that reason and because the satellite generally does not acquire the sea surface until some distance from the coastline, there is no accurate representation of coastal sea level in GEOSAT SSH. This makes the task of verifying GEOSAT data difficult because coastal tide gauge data can not be used. The second feature observed in the first eigenmode is between 125°W and about 130°W. Here, the sea level anomalies are negative in the winter and positive in the summer. This agrees with steric height calculations
Fig. 10. Reconstructed contour of the first eigenmode at 45°N. This picture is produced by combining the temporal and spatial patterns of the first eigenmode. As shown in the spatial pattern, the maximum variability of sea level occurs around 127°W. The annual signal is quite evident, with sea level near the coast being negative in the winter and positive in the first eigenmode. As shown in the spatial pattern, the maximum variability of sea level occurs around 127°W. The annual signal is quite evident, with sea level near the coast being negative in the winter and positive in the summer. For reference purposes the calculated average phase speed is superimposed on the contour of sea level.
made by Huyer [1977]. She shows that the steric height at 300 km (about 128°W) offshore is least in late winter and greatest in summer. This is a result of the seasonal heating and cooling cycle. The associated sloping pattern (less negative anomalies in winter and less positive in summer) towards the coast is an indication of the formation of the Davidson current in the winter and its disappearance in summer. The westward propagation of sea level anomalies is strongest from 125°W out to 132°W. This observation is in agreement with the numerical study of Pares-Sierra and O'Brien [1989], which will be discussed in more detail in the next section. West of 132°W the variability of sea level is very low in amplitude again in agreement with Pares-Sierra and O'Brien [1989]. For reference the calculated phase speed from the CEOF analysis is shown superimposed on the contours of SSH. Notice that some features appear to travel faster than the calculated phase speed, while others travel slower.

Progressing northward into the Gulf of Alaska the same analysis technique was performed at 49°N. The data prior to processing are shown in Figure 11. A very distinct difference between the data at this latitude and that of 45°N is that the amplitude of the SSH variability is smaller. The first eigenmode of this spatial series accounted for 66% of the variance. Its temporal and spatial patterns are shown in Figure 12, with the following interpretation. As at 45°N an annual signal is observed in the temporal pattern. The amplitude of this signal is not as large and there seems to be more shorter time scale variability superimposed on the annual signal, at this latitude. The spatial pattern is very similar to that at 45°N, but again more shorter time scale variability superimposed on the annual signal, at this latitude. The spatial pattern is very similar to that at 45°N, but again the amplitude of this pattern is more interesting (Figure 13). The
Fig. 11  Same as Figure 7, but for 49°N. Notice that the amplitude of the

SSH is smaller at this latitude.
Fig. 12. Same as Figure 8, but for 49°N. Notice that in the temporal pattern there is more shorter scale variability observed than at 45°N.
Fig. 13. Same as Figure 9, but for 49°N. The most interesting difference of
the amplitude at 49°N, compared to 45°N, is that the maximum variability
occurs closer to the coast.
Fig. 20. Same as Figure 19, but for 57°N. Also the value of c has been changed to a) 4.7 m s\(^{-1}\) and b) 5.2 m s\(^{-1}\).
4.4 Analysis of Collinear GEOSAT Data in the Gulf of Alaska

In an effort to examine the variability of sea level on shorter time and smaller spatial scales than those studied using the binned GEOSAT data, SSH data from independent ascending and descending tracks has been analyzed. Ascending satellite tracks traverse the region of study from the southeast to northwest, while the descending tracks traverse the region from the northeast to southwest. It was found that for the entire GEOSAT mission much of the SSH data from the descending tracks was unusable due to satellite instabilities. This is in agreement with Gower's [1989a & b] study utilizing a smaller data set in time (November, 1986 to June, 1988). Due to this problem only ascending tracks will be discussed in this analysis. Three ascending tracks have been examined to find out how sea level anomalies travel when generated near the coast of Alaska and British Columbia. Using the numbering system described by Gower [1989a & b] we examine ascending tracks 171 - 173 (see Figure 21). One of the primary motivations for this particular analysis is to compare the near coast, sea level signal as measured by GEOSAT to the near coast signal of a reduced gravity baroclinic model which will be discussed in the next section.

The data for the three tracks are shown in Figures 22 - 24. Track 173, which is the closest track to the coastline contains some very interesting features. As observed by Gower [1989a & b] it is obvious that there are many sea level anomalies with spatial scales on the order of 100 to 200 km, and spatial scales of a few months to several months. The northwestern end of sea level anomalies with spatial scales on the order of 100 to 200 km, and spatial scales of a few months to several months. The northwestern end of the satellite track appears to be the most energetic in the sense that the
Fig. 21. The region of study showing the selected ascending tracks used in examining the sea level variability along the Alaska and British Columbia coastlines. The three features "A", "B", and "C", are marked to show the westward propagation of sea level anomalies and are discussed in the text.
Fig. 22. A time/latitude contour of ascending track 173. This track is the closest complete ascending track to the coastline. The data points are separated by 5 km in space and 17-days in time. The contour interval is 5 cm. Notice that there are several eddy like features in addition to those that are marked. A particular area of interest is at the northern part of the track. A considerable amount of variability is evident on the annual time scale in this segment of the track. This is evidence of the seasonal variability of the coastal current in this region.
Fig. 23. Same as Figure 22, but for track 172.
Fig. 24. Same as Figure 22 and 23, but for track 171.
variability of sea level is more intense here. Two very noticeable positive anomalies (first observed by Gower [1989a]) are located near 57°N and 138°W. This is the location of the recurring Sitka eddy first described by Tabata, [1982]. The intensity and duration of this eddy is significant in that it greatly affects the coastal circulation in this region. One result of this is that salmon migration routes may be altered by this feature (see Hamilton and Mysak [1986]).

The first time that the eddy is seen along this track is in the late winter, early spring of 1987 (feature "A" in Figures 22 - 24). It persists well into the summer of that year. The size of the eddy at its maximum diameter as seen by track 173 is on the order of 200 - 300 km. This occurs in May of 1987. The eddy is again seen to form in February of 1988 and persist until at least June of the same year (feature "B"). Gower [1989a] uses the argument that the negative sea level anomaly is a remnant of the removal of the mean sea surface and not the reversal of the eddy. If true then the eddy actually persists much longer than shown in the contour. Again the maximum diameter of the eddy is on the order of 200 - 300 km. The most important new observation, as compared to that of Gower [1989a & b], is that the Sitka eddy shows no evidence of forming in the spring of 1989. This agrees with Tabata [1982] who found that the eddy does not form every year.

There is a great deal of variability to the north of the Sitka eddy at the annual period. Some of the positive and negative anomalies are very intense. This segment of the satellite track crosses the area where the Alaska Current begins to transition into the Alaskan Stream. Thomson et al. [1989] show that this transition is not smooth in nature, and the region
shows evidence of a great deal of variability. The intensity of the sea level anomalies in this region support their conclusion. The anomalies observed in this segment of track 173 are also indicative of the seasonal intensification and relaxation of the coastal currents in the Gulf of Alaska.

To the south of the Sitka eddy, off the coast of the Queen Charlotte Islands, there is evidence of another intense eddy like feature. The positive indication of this feature forms in January of 1987 and by summer of the same year the signal is negative. This feature is labeled "C" in Figures 22 - 24. There is no evidence that this feature recurs in subsequent years. There are several other prominent SSH anomalies along this track which indicates that this region is very energetic.

It is interesting to examine tracks 171 - 173 together to observe westward propagating sea level anomalies that are evident from track to track. The positions along each track of features "A", "B", and "C" are marked in Figure 21. It is readily apparent that the SSH anomalies propagate to the southwest. The positions are plotted along track by subjectively marking the position when the satellite observed the maximum positive amplitude of each feature. By doing this for each of the features on each of the three tracks, an estimate of the speed of propagation can be made. From track 173 to track 171, feature "A" travels at an average speed of 1.74 cm s⁻¹, "B" at 3.53 cm s⁻¹, and "C" at 3.9 cm s⁻¹. This is consistent with the calculations made by Gower [1989a & b], and the results that Cummins and Mysak [1988] observed from their model analysis of the region. The northern segments of the other ascending tracks show as Cummins and Mysak [1988] observed from their model analysis of the region. The northern segments of the other ascending tracks show as much variability as track 173. The main difference being that there is a
time lag from track to track of individual anomalies. This is evidence that the intensification and relaxation of the coastal jet starts in the eastern part of the Gulf of Alaska and progresses towards the west.
5. Comparison of GEOSAT Data to Selected Model Results

As mentioned previously, one of the objectives of this research was to compare GEOSAT SSH to the sea level signal produced by numerical models of the same region. We use 1-1/2 layer, reduced gravity, baroclinic models with bottom topography for this comparison. For complete descriptions of the models see Pares Sierra and O'Brien, [1989], Johnson and O'Brien, [1990], and Heim et al. [1991]. There are two models that overlap the region of the GEOSAT study. The first is a model of the California Current region and extends to 50°N. It is forced by climatologic monthly mean wind stress at the local scale and also has a remote forcing component from coastally trapped Kelvin waves which are produced by a model of the equatorial region of the Pacific Ocean. The second overlaps the first by 5° beginning at 45°N and extends to the coastline of Alaska. It is forced only by climatologic monthly mean wind stress.

We begin by comparing the sea level signal as seen by GEOSAT at 45°N to the Upper Layer Thickness (ULT) produced by the California Current region model. In Figure 7 of their paper, Pares Sierra and O'Brien [1989] show the long term monthly ULT anomaly derived from the local forcing mechanisms of their model. Referring to the region from 40°N to 50°N, we observe a very similar pattern to the ULT as we find in GEOSAT SSH. As discussed previously, GEOSAT does not resolve the sea level at 50°N, we observe a very similar pattern to the ULT as we find in GEOSAT SSH. As discussed previously, GEOSAT does not resolve the sea level
signal at the coast, so we turn our attention to 126°W and westward. In the winter, the sea level is characterized by a negative sea level anomaly (see Figure 10). The maximum negative value occurs at approximately 127°W and propagates to the west in time. This is precisely the pattern that the ULT of the model generates. The negative values of ULT (meaning the ULT is thinner than the mean), is manifested in the sea level signal as a negative anomaly. By March of each year, a positive anomaly of sea level starts to propagate into the GEOSAT domain, and we see a positive anomaly of ULT propagating from the coast reaching 126°W. By July the sea level is positive from 126°N all the way to 130°N. Again this is the same pattern that is displayed in the ULT of the model. By late fall the process begins to repeat itself. It is observed in both the GEOSAT data and the model data that the maximum variability occurs around 127° - 128°W. Proceeding westward of 132°W in both data sets, the anomalies are very weak and most generally approach the mean sea level and ULT. Pares Sierra and O’Brien [1989] attribute this phenomenon to the existence of the theoretical critical latitude for an annual wave (-35°N - 40°N). Their conclusion (supported here by GEOSAT observations), is that south of the critical latitude, waves can propagate to the west as free Rossby waves but north of the critical latitude they present a decaying component.

We now turn our attention to the more recent of the two models in an attempt to verify some of the results it produces. CEOF analysis was performed on a subset of model results in the same manner as that done for the GEOSAT data at 45°N. To prevent any contamination of the results performed on a subset of model results in the same manner as that done for the GEOSAT data at 45°N. To prevent any contamination of the results from the choice of boundary conditions of the model, 46°N was chosen as the
Fig. 25. The combined spatial and temporal patterns of the first eigenmode of the sea level signal produced by the Gulf of Alaska model. An indication of westward propagation of anomalies is observed in the sloping contours as in the GEOSAT data. The mean phase speed of propagation of the model anomalies is faster than the GEOSAT data. Also there is a second area of high variability well offshore which is not evident in the GEOSAT data. The mean phase speed of propagation of the model anomalies is faster than the GEOSAT data. Also there is a second area of high variability well offshore which is not evident in the GEOSAT data. This may be due to the fact that the model only contains a remote forcing component.
line of latitude for this analysis. The first eigenmode accounts for 97% of the variance of the sea level produced by this model. The reconstructed space/time matrix of that mode is displayed in Figure 25. The general structure of the contour plot is the same as that of the GEOSAT data with westward propagation of sea level anomalies being obvious. The calculated mean phase speed is higher in the model than for the GEOSAT data. Also there is a second region of high variability away from the coast, which is not evident in the GEOSAT data. A possible explanation is that this latitude is close to the open boundary of the model. Since the model is forced only with local wind stress, external mechanisms do not influence circulation in the model as they do in the SSH data. Performing CEOF analysis at other latitudes did not yield information that was comparable to the GEOSAT data.

Some of the physical features which are produced by the model and are described by Heim et al. [1991] are indeed evident in the GEOSAT data of the region. The most prominent of these features is the propagation parallel to the coastline of sea level anomalies. As discussed in the last section, GEOSAT shows a seasonal signal of the intensity of the coastal jet. This is also a result of the model, however there does seem to be a phase shift between the model data and the GEOSAT data. Heim et al. found that this was similarly true when comparing model data to tide gauge data of the same region.

One of the most significant results of the model was the formation of a very intense cyclonic eddy off of the Queen Charlotte Islands. This eddy...
of each year. It also formed in early spring of 1989 but was not as intense as in the previous years. It was hoped that by examining the ascending track SSH data over the region that an eddy similar to the one described would be observed in the GEOSAT data. Unfortunately, this was not the case. As mentioned previously, there was an eddy like formation off the coast of the Queen Charlotte Islands in the winter of 1987, but this was anti-cyclonic in nature. Therefore, this feature cannot confirm the existence of the eddy which is produced in the model. In general this model did not produce the number of eddies that routinely are observed in the region. It did produce a small, anticyclonic eddy near the region where the Sitka eddy is known to form, but it was considerably smaller and of less duration than shown in observations. One of the probable causes for the model not resolving the number of eddies expected is due to the absence of baroclinic instability in this model. Cummins and Mysak [1988] show in their numerical studies that baroclinic instability is one of the driving mechanisms that produce the numerous eddies in the region. A second possibility, as mentioned by Heim et al. [1991], is that the time scale of the wind forcing may not be short enough to induce a large number of eddies.
6. Conclusions

We have shown, that even with its many shortcomings, the GEOSAT satellite rendered a great deal of excellent sea level information about the Northeast Pacific Ocean and Gulf of Alaska. When appropriate time scales are examined, the evidence of westward propagating features is present in sea level anomalies at 45°N. For this study, it was necessary to remove the unresolvable interannual variability in the 2.5 year original record and reduce the data set to a one year composite of all available data. As Shriner et al. [1991] have shown in XBT and model data at 40°N, the evidence of such propagation diminishes offshore which they attribute to Rossby wave dispersion and the proximity to the critical latitude of the annual Rossby signal. As we go north into the Gulf of Alaska, we do not find direct evidence of Rossby wave propagation on the annual time scale. This supports that a critical latitude does indeed exist for the annual Rossby wave signal which is generated at an eastern boundary. In the Gulf of Alaska, there is evidence that some mesoscale features do propagate with speeds that are close to the theoretical Rossby wave phase speed. This inconsistency warrants further investigation.

Individual ascending track information along the coast of Alaska and British Columbia was analyzed to examine mesoscale features. This type of data seems to be the most appropriate for examining features on the
order of 100 km and several weeks to several months. We found, as did Gower [1989a & b], the formation of the now well known Sitka eddy in the winter of both 1987 and 1988. The eddy did not recur in the winter of 1989. We also show that there are a number of other eddies evident in the GEOSAT data as well as the variability of the Alaska Current and the Alaskan Stream. The ascending track information was very useful in confirming the conclusion made by Thompson et al. [1990] that the transition region between these two currents is not smooth as originally presumed.

Because GEOSAT is the first tool which provides a very long term and spatially dense network of sea level data throughout the world's oceans, it has proven itself useful in the validation studies of numerical models. We have shown that the sea level signal as seen by GEOSAT at 45°N is very similar to the yearly anomalies produced by a numerical model of the same region [Pares Sierra and O'Brien, 1990]. The GEOSAT results support their conclusions that north of the critical latitude for free Rossby wave propagation the variability of sea level is most likely a result of local forcing. The sea level signal at the higher latitudes is highly correlated on the annual frequency with the wind patterns in the region. We have also shown that it is a good tool for pointing out some of the shortcomings of a numerical model (i.e. the Gulf of Alaska model, Heim et al. [1991]).

We feel that as useful as GEOSAT has been in helping scientists to better understand the circulation of the world's oceans, there are some lessons which should be learned from its shortcomings. First, and foremost, we feel, as do many other altimetry data users, that the next
generation of satellite altimeters must have a means of evaluating directly the effects of water vapor on the path length of each radar pulse. We hope that the instruments that have been developed for ERS-1 and TOPEX will provide this information as required. We also feel that even though the binning process described is adequate for examining large temporal and spatial scale phenomenon, it is unrealistic to take potentially hundreds of observations and average them into a single number and place it at the center of a specified 1° by 2° bin. At the equator, the distance between the center of each bin in the zonal direction is 222 km. Any features that are smaller than this are aliased by the binning process if they lie in between the centers of the bins. On the other hand, the zonal separation of adjacent satellite tracks at the equator is on the order of 150 km, thus providing an increased spatial resolution. As the satellite tracks approach the poles the distance between adjacent tracks is greatly reduced. Currently there is ongoing research at this site to alleviate some of the problems described here by creating a powerful visual data representation package, which will be useful for all types of satellite data.

Analyzing GEOSAT data has emphasized some of the shortcomings of the Gulf of Alaska model. There is currently, or will be in the near future, ongoing research that will attempt to improve the quality of the model results. Initially, baroclinic instability will be allowed by increasing the number of layers from 1-1/2. Also an attempt at reducing the temporal scale of the local wind forcing will be made. Both of these efforts should result in an increased eddy field which should be similar to the scale of the local wind forcing will be made. Both of these efforts should result in an increased eddy field which should be similar to the observations of the region. In addition a component of remote forcing will
be brought into the model. This forcing component will be induced by the results of the California Current region model. The anticipated results of this experiment are that the offshore propagation of features generated by the model will more closely approximate the observations as they did for the California Current model. The next logical step beyond this would be to assimilate the GEOSAT data directly into the model.

In conclusion, GEOSAT has proven to be one of the most successful oceanographic instruments of our time. The satellite provided data that will continue to provide useful information about the oceans for years to come. It has shown the importance of maintaining a satellite altimeter in orbit to provide near real time analysis of the sea surface in much the same way that meteorologic satellites do of the atmosphere. It also taught us many lessons on how to improve the next generation of radar altimeters to give us an even more accurate rendering of the ocean surface. We can only hope that the follow-on systems to GEOSAT will perform as well as it did in its 5-year life span.
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