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Data assimilation
is the combination of measurements 
with any kind of model

All we do is least squares fitting.
(Carl Wunsch)

All data assimilation methods are special 
cases of nudging.
(Andrew Bennett)
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Inverse modelling
or: 

given the answer, what was the question?
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Inverse modelling
or: 

given the answer, what was the question?

Where was the picture of the iceberg 
taken from?
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Data assimilation: general formulation

Data assimilaiton fundamentals 1     
GODAE Summer School       

6

NO INVERSION !!!



Wunsch’s statemens:
Data must be valuable and contain signal 

not  only noise.
Model must have some skill.
Model must perform differently than data 

significantly (or you are done).

Any method will help our understanding, 
they are optimal for your own purpose, 
i.e. doable in reasonable time. 
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Probability density functions (pdf = spread) 
should overlap,

real pdf are always much broader than our 
simple estimates,

we must be able to drive the model towards 
data (controllability)  
[observability comes later].

The assimilation problem is different from 
the forecast problem.
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Use of data assimilation / inverse 
modelling

Perform sensitivity analysis, 
array design with adjoint system. 

Analyse for systematic differences. 

Analyse the trajectory and determine 
properties of the ocean/the system.

Use result to (iteratively) improve the 
model numerics/physics.

Data assimilaiton fundamentals 1     
GODAE Summer School       

9



Use of data assimilation jargon
inverse modelling is stationary (e.g. 3DVAR),

data assimilation is time dependent, 

sequential mean solve a sequence of 
subproblems in time, 

iterative: let the computer do all the work at once,

4DVAR means use of adjoint model,

state estimation: determine all model variables 
and their temporal derivatives 
(usually over some period of  time)
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Use of data assimilation jargon

j     is

cost function, penalty function, 
merit function, objective function,

least squares sum, generalised distance,

negative exponent of pdf,

beauty principle,

which must be minimized
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The best estimate is a weighted mean
between model and data

a and b can be operators

measuredmodelopt dba += ψψ
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Estimation of a mean value
Probably the most simple estimation all of us have 
performed is the determination of the mean value x of a 
set of observations yi.

What we  do is to solve for the value  which is closest to 
all measurements yi in the least squares sense. In other 
words we determine the minimum of a cost function j 
defined by 

∑
=

−=
Ni

iyxj
,1

2)(5.0

Data assimilaiton fundamentals 1     
GODAE Summer School       

14



Estimation of a mean value
The minimum of j can be found by setting the
derivative  of  j  to zero: with the obvious solution
.
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Update of a mean value
now suppose we have another estimate, x2

this time averaged over M values which we will 
assimilate
.
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the cost function j for this problem is the sum
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update of a mean value
The minimum of j is again found by setting the
derivative  of  j  to zero:.
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update of a mean value
what is the variance of the updated (posterior) 
mean?
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fitting a straight line through data

and determine y=a+bx and residuals
Data assimilaiton fundamentals 1     

GODAE Summer School       
19



∑∑
==

−−
=

−
=

N

i i

ii
N

i i

i bxayyyj
1

2

2

1
2

2 )(5.0)(5.0
σσ

fitting a straight line through data

of the form

with the cost function j

bxay +=

each data point yi is weighted with the 
inverse of its estimated variance 2

iσ

Data assimilaiton fundamentals 1     
GODAE Summer School       

20



0)(

0

1
2

1
2

=
−−

=

=
−−

=

∑

∑

=

=

N

i i

iii

N

i i

ii

bxayx
db
dj

bxay
da
dj

σ

σ

fitting a straight line through data

determination of a and b by 
minimizing j

Data assimilaiton fundamentals 1     
GODAE Summer School       

21



∑ ∑∑

∑ ∑∑∑

= ==

= ===

−

−
=

N

i

N

i i

i
N

i i

i

i

N

i

N

i i

ii

i

i
N

i i

i
N

i i

i

yx

yxxyx

a

1 1

2
2

1
2

2

2

1 1
22

1
2

1
2

2

)(1
σσσ

σσσσ

fitting a straight line through data

with the solution

Data assimilaiton fundamentals 1     
GODAE Summer School       

22



∑ ∑∑

∑ ∑∑∑

= ==

= ===

−

−
=

N

i

N

i i

i
N

i i

i

i

N

i

N

i i

i

i

i
N

i i

ii
N

i i

yx

yxyx

b

1 1

2
2

1
2

2

2

1 1
22

1
2

1
2

)(1

1

σσσ

σσσσ

fitting a straight line through data

with the solution

Data assimilaiton fundamentals 1     
GODAE Summer School       

23



2
2

1

1
2

))((

))((

Sx
Sxy

xx

yyxx

b

xbya

N

i i

i

N

i i

ii

=
−

−−

=

−=

∑

∑

=

=

σ

σ

fitting a straight line through data

now we remember that the 
regression line is )( xxbyy −=−

Data assimilaiton fundamentals 1     
GODAE Summer School       

24



what if the data is not linear?

the residual tells

Data assimilaiton fundamentals 1     
GODAE Summer School       

25



Data assimilaiton fundamentals 1     
GODAE Summer School       

26

Fit to data covariance function 
of residual

Wunsch



fitting a straight line through data

the variance of a and b can easily 
be calculated as before
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fitting a straight line through data
a more elegant way of calculating the error 
covariance of a and b is via the Hessian matrix 
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fitting a straight line through data
student exercise (for volunteers)

1.generate data yi at fixed xi,

2.use regression software to determine a and b,

3.generate k realizations for the data yi, with a 
prescribed variance and determine a and b for 
each k,  

4. calculate the error covariance (a,b) from your 
results  and compare with the inverse Hessian.
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modelling 
of biology
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The evolution of 

nutrients, plankton, detritus, zooplankton

is described with a set of differential eq. 

They contain a number of “adjustable”
parameters p

(e.g. growth rate, efficiency of eating,

sinking velocity for detritus…)
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Analyse the possibility to determine p 
via the Hessian matrix H

The posterior  uncertainty of p is 
described by (co-) variance
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Analyse the possibility to determine p 
via the Hessian matrix H

A singular value analysis of H reveals

T11

T

USUH
VSUH
−− =

=

where matrix U contains the singular 
vectors and the diagonal matrix S the 
singular values
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Singular vectors of H

Data assimilaiton fundamentals 1     
GODAE Summer School       

38



Singular vectors of H (2)
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inverse model to determine velocities and 
transports through a hydrographic section

FEMSECT:



equations of section inverse model
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Tracer advective diffusive equations (N=8)

unknowns in the inverse model are

bottom reference velocities ub,

tracers Ci on model grid and

residuals Fi
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The cost function j

Tracer data *

1,,8

Velocities

Windstress, bottom layer

Imbalances

Smoothness tracer

Smoothness imbalances

Smoothness velocities



how do we calculate the inverse Hessian 
now?

we want to know the variance of a 
quantity like the transport of mass through 
the section, i.e..
the variance of the transport var (        )  is 
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covariance with say heat transport 
L2x is the product

zL

LLLxxcovL
T

TTT

2

1
1

212 H,

=

=〉〈 −

Codes for calculating Hessian times 
vector are in packages like TAMC 
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Data assimilation: general formulation

Data assimilaiton fundamentals 1     
GODAE Summer School       

46

NO INVERSION !!!



Propagation of pdf: Ensemble methods
‘efficient’ propagation for nonlinear models
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Sequential Importance Resampling
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Propagation of pdf: Ensemble methods
‘efficient’ propagation for nonlinear models
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SIR-results for ocean around South Africa
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SIR-results:  errors



The Ocean is nonlinear…
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Retrieved bio-parameters(t)
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answer: 

the photo of the iceberg was taken from here
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