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of global ocean-ice models under common surface boundary
forcing. We highlight issues arising when designing coupled
global ocean and sea ice experiments, such as difficulties for-
mulating a consistent forcing dataset and experimental pro-
tocol. Particular focus is given to the hydrological forcing,
with details key to realizing simulations with stable overturn-
ing circulations.

The dataset of Large and Yeager (2004) was developed
for coupled ocean and sea ice models, and we found it to
be suitable for our purposes. Simulations with this dataset
are presented from seven global ocean-ice models using the
CORE-I design. These simulations test the hypothesis that
global ocean-ice models run under the same atmospheric
forcing produce qualitatively similar simulations. This hy-
pothesis holds reasonably well (with some exceptions) for
upper ocean tropical behaviour, but is less valid when exam-
ining deeper properties, especially in the high latitudes.

1 Introduction

Simulations with coupled ocean-ice models are commonly
used to assist in understanding climate dynamics and as a
step towards the development of more complete coupled
earth system models. Unfortunately, there is little consen-
sus in the modelling community regarding the design of
ocean-ice experiments, especially those run for centennial
and longer time scales. In particular, there is no widely
agreed method to force the models. Furthermore, some dif-
ferences in forcing methods can lead to large deviations in
circulation behaviour and sensitivities. Such difficulties cre-
ate practical barriers in comparing simulations from different
modelling groups.
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vide a common reference point for research groups develop-
ing and analyzing ocean-ice models. They do so by estab-
lishing a standard practice for the design of a baseline set
of experiments. Notably, our proposal for COREs does not
resolve problems related to forcing global ocean-ice models.
Instead, we believe that proposing a set of interesting and
feasible experiments, exposing experimental design details,
and illustrating the behaviour of a suite of models run within
the CORE framework, can provoke discussion and debate
leading to improved scientific convergence onto a common
experimental protocol.

We distinguish the research focus of CORESs from that of
model intercomparison projects, where simulations are gen-
erally accumulated for analyses by a broad community. In-
tercomparison projects, such as the Atmospheric Model In-
tercomparison Project (AMIP) (Gates, 1993), help document
model similarities and differences, and can be of great use for
various research and development purposes. Prior to embark-
ing upon an analogous global ocean-ice model intercompar-
ison project (i.e., an OMIP), it is important for the research
community to converge to a baseline experimental design.
We believe that COREs provide a useful step toward this con-
vergence.

A related purpose of this paper is to present details appro-
priate for designing an ocean-ice simulation. These details
are rarely described in the peer-review literature, and thus
are often rediscovered after much trial and error as research
groups undertake the task of building ocean-ice models. It is
essential for model groups to describe these details in order
to design a controlled suite of comparison experiments and
to identify areas where differences may be relevant for de-
scribing varying simulations. Although it is admittedly very
difficult to get all groups to agree on the multitude of choices,
it remains important to discuss and debate the various meth-
ods.



Griffies et al.: COREs

This paper contributes to both the design aspects of ocean-
ice climate modelling, and to the rudimentary methods for
analyzing these simulations. This analysis provides guidance
for others who employ the CORE experimental design. It
furthermore allows for an examination of the hypothesis that
similarly forced models produce similar simulations. This
hypothesis is shown here to be largely valid for tropical upper
ocean circulations, where most of the models (with some ex-
ceptions) exhibit similar strengths of the undercurrent as well
as tropical temperature structure. However, the hypothesis
generally fails when considering deep water properties and
transports, with a rather wide spread found in model results.
The identification of simulation differences prompts many
questions regarding mechanisms accounting for the differ-
ences. The questions raised represent a central outcome of
a model comparison, since in the absence of the compari-
son, many important questions tend to never get asked. Fo-
cused research under more controlled settings than available
in the present study is required to uncover the mechanisms
for model differences. We nonetheless present conjectures
at places in the manuscript which may indicate reasons for
certain diverging behaviours.

This paper can be roughly split into three parts, with the
first documenting the state of the art in ocean-ice coupled
modelling. Section 2, we highlight some uses of ocean-ice
models, thus further arguing for the relevance of a reference
experimental design. In Section 3, we review methods used
to force the ocean-ice models, with emphasis on limitations
of these methods. Section 4 then presents our proposal for
COREs.

The second part of the paper presents a selection of diag-
nostics from simulations run with the CORE-I (repeating an-
nual cycle) forcing. Section 5 presents the spin-up behaviour
of the simulations as reflected in the horizontally averaged
temperature and salinity biases for the 500 years. This sec-
tion also presents the biases in surface temperature for the
final decade of the simulations. Section 6 then discusses the
annual cycle in upper ocean heat content at Ocean Weath-
ership ECHO (48°W, 35°N) in both observations and mod-
els. Section 7 considers the sea ice spin-up in both ice area
and extent, and presents maps for the ice cover in March and
September. Section 8 focuses attention onto the Tropical Pa-
cific ocean simulation, which is critical for studies of El Nifio
Southern Oscillations (ENSO). Section 9 presents the zonal
averaged anomalies of temperature and salinity during the fi-
nal decade of the 500 year simulations. Section 10 presents
the global poleward heat transport. Section 11 exhibits the
time series for volume transport through the Drake Passage.
Sections 12 and 13 then consider the meridional overturning
circulation (MOC), with emphasis on its sensitivity to hy-
drological forcing. Section 14 closes the main portion of the
paper with discussion and conclusions.

The third part of this paper is presented in four appendices
that detail various aspects of the models used in this study,
the experimental protocol, the methods use to force the mod-

els, and the metrics used to evaluate the simulations. Much of
this material is often omitted in ocean-ice modelling papers.
The absence of such details prevents other groups from un-
ambiguously testing the robustness of published results, and
this represents an example of irreproducible research. To fur-
ther the science of ocean-ice modelling, such details should
be documented and scrutinized within the peer-review litera-
ture.

2 Uses of ocean-ice models

To study the earth’s climate, and possible climate changes
due to anthropogenic forcing, various research teams have
successfully built realistic global climate or earth system
models with interactive ocean, sea ice, land, atmosphere, bio-
geochemical, and ecosystem components (referred to as cli-
mate models in the following). These models are generally
built incrementally, with components considered initially in
isolation, then sub-groups of components are coupled, and
finally the full set of components are brought together in the
climate model. This process requires a wide suite of sci-
entific and engineering methods, from reductionist process
physics and biogeochemical modelling, to wholistic climate
systems science methods.

Ice covered regions of the polar and sub-polar oceans are
of particular importance for the large scale circulation of the
global oceans. In particular, sea ice melt and formation alter
the thermohaline fluxes across the surface ocean, and greatly
alter the buoyancy forcing affecting deep water formation
and thus the large scale overturning circulation. Additionally,
the presence of sea ice greatly alters the fluxes entering the
ocean, due to the large insolating effects of ice cover relative
to open ocean. Quite generally, due to the importance of sea
ice in ocean circulation, and vice-versa, realistic modelling
studies of global ocean climate must include an interactive
sea ice model coupled to the ocean.

Coupled ocean-ice models form an important sub-group
in the climate system. They are often developed together
prior to coupling to other components such as land and atmo-
sphere. From the perspective of a global climate modeller,
the absence of an atmosphere and land component allows
for a more focused assessment of the successes and limita-
tions of the ocean-ice components. From the perspective of a
global ocean modeller, introducing a sea ice model provides
a physically based interactive method to determine high lat-
itude ocean-ice fluxes, rather than the ad hoc approaches
needed in global ocean-only models. Ocean-ice models also
admit more dynamical degrees of freedom than possible in
ocean-only simulations. In turn, the ocean-ice model places a
greater need on the accuracy required from surface boundary
forcing, especially due to the ice-albedo feedback, whereby
higher albedos arising from too much snow and ice reduces
solar heating, thus further increasing the albedo.



The incremental methodology of climate model develop-
ment is largely pragmatic. Namely, the fully coupled sys-
tem is far more complicated and computationally expensive.
Thus, a piecemeal method of development is essential, es-
pecially at the early stages. Additionally, for many research
groups, ocean-ice models represent the final stage in the de-
velopment of a tool of use for addressing certain scientific
questions. For example, ocean-ice models form the basis for
many refined resolution simulations in the high latitudes due
to their reduced cost and complexity, with the Arctic Ocean
Model Intercomparison Project (AOMIP) providing one ex-
ample with significant scientific impact (Proshutinsky et al.,
2001). In general, it is hoped that research and development
efforts focused on ocean-ice simulations successfully assist
in understanding the behaviour of the more complete climate
system.

Although many useful insights can be garnered from stud-
ies with ocean-ice models, it is critical to understand their
limitations. Namely, it often remains difficult to ensure that
results from the ocean-ice subsystem carry over to the full
climate system, where climate model behaviour, such as
sensitivites to perturbations, can prove distinct from ocean-
ice models. Quite often, problems with ocean-ice models
stem from unrealistic aspects of surface forcing from a non-
interactive atmosphere (Section 3). Nonetheless, even with
their limitations, ocean-ice models remain a valuable climate
science tool, and so are frequently used for fruitful scientific
research and model development purposes. We summarize
here a few uses which motivate us to propose a standard prac-
tice for running these models.

— Being less expensive than climate models, ocean-ice
models can be formulated with refined grid resolutions
thus promoting superior representations of key physi-
cal, chemical, and biological processes as well as geo-
graphic features.

— Ensembles of ocean-ice models can be run with a
broader suite of algorithms and parameterizations than
climate models. Such flexibility helps to develop an
understanding of simulation sensitivity to model funda-
mentals.

— They provide a tool to study interactions between the
ocean and sea ice as isolated from the complexities of
atmospheric feedbacks and from biases that arise when
coupling to a potentially inaccurate atmospheric model.

— Ocean-ice models forced with different boundary
datasets provide a means to assess implications on the
ocean and sea ice climate of various atmospheric reanal-
ysis or observational products. As a complement, many
models run using the same dataset, and which show sim-
ilar biases, suggest that there are problems with the forc-
ing datasets. In these ways, models can provide feed-
back onto the development of datasets (e.g., Large and
Yeager, 2006).
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Run under realistic atmospheric forcing, models can be
used to reproduce the history of ocean and sea ice vari-
ables and help to interpret observations that are scarce
in space and time (e.g., Gerdes et al., 2005b).

— One can select particular temporal or spatial scales from
within the forcing data for use in running ocean-ice
models for purposes of understanding variability mech-
anisms.

— There is great utility for model development comparing
simulations from different ocean-ice models using the
same surface boundary forcing. For example, compar-
isons often highlight deficiencies in the representation
of physical processes, which then guide efforts to im-
prove simulation integrity.

— Coupled ocean-ice models provide a valuable engineer-
ing step towards the development of more complete cli-
mate models. For example, many tools and methods
needed to build climate models are more easily proto-
typed in the simpler ocean-ice models.

3 Boundary fluxes for ocean-ice models

A coupled ocean-ice model requires momentum, thermal and
hydrological exchanges with the atmosphere to drive the sim-
ulated ocean and ice fields. Respectively, these exchanges
take the form of stress from atmospheric winds, of radiative
and turbulent fluxes of heat, and of precipitation, continental
runoff and evaporation. The latter has an associated turbu-
lent latent heat flux which links the thermal and hydrologi-
cal fluxes. When decoupling the ocean and sea ice models
from the atmosphere, one must introduce a method to gen-
erate these fluxes. We briefly review certain points related
to this issue, highlighting problems that arise with various
approaches.

3.1 Thermohaline fluxes from restoring SST and SSS

Perhaps the simplest approach to developing fluxes for
ocean-only models is to specify a wind stress and to damp
the model’s upper layer temperature (SST) and upper layer
salinity (SSS)' to prescribed values (Cox and Bryan, 1984),
such as from the climatologies of Levitus (1982), Conkright
et al. (2002), or Steele et al. (2001). This approach requires
no atmospheric information. It also limits the errors that can
be realized in the simulated surface ocean properties. How-
ever, fluxes are non-zero only when SST and/or SSS differ

"Modellers tend to equate the temperature and salinity in the up-
per model grid cell with the sea surface temperature and sea surface
salinity. This equality is not precise, as the model grid cell values
represent a grid cell volume averaged value, and so do not precisely
reflect the surface values measured, say, from a satellite. See Robin-
son (2005) for more discussion.
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from the observations. Furthermore, there is no direct link
between the thermal and hydrological forcing. Nonetheless,
these fluxes provide a strong negative feedback that limits
the errors that can be realized in the simulated surface prop-
erties. Hence, this approach has been found to render a use-
ful leading order understanding of the simulated ocean cir-
culation, and to help identify egregious problems with ocean
model fundamentals. It has thus been commonly employed
by ocean modellers for many decades.

Damping the SST and SSS fields to prescribed values gen-
erates a restoring thermohaline flux for the ocean model. Un-
fortunately, the resulting fluxes can be quite unrealistic (Kill-
worth et al., 2000), especially the freshwater fluxes (Large
et al., 1997). It can also produce distortions in the simulated
annual cycle (Killworth et al., 2000). Thermohaline damping
is typically associated with rather short damping time scales
(i.e., strong restoring), which can suppress potentially inter-
esting internal modes of variability such as mesoscale eddies
represented in refined resolution models. Damping becomes
more problematic for a coupled ocean-ice model, because
there is no proven analogue for driving a sea-ice model, and it
is ambiguous how to restore to SST and SSS in regions with
ice. Hence, for realistic simulations, thermohaline restoring
with relatively strong damping is not an ideal means for gen-
erating thermohaline fluxes for ocean-ice climate modelling.
An alternative should be considered.

3.2 Undamped thermohaline fluxes

Applying undamped thermohaline fluxes is a complementary
method to the previous approach of damping SST and SSS.
Consequently, it possesses complementary attributes, such as
allowing surface tracers to evolve freely with no damping.
Also, the prescribed surface fluxes can be adjusted to yield
zero net gain of heat and freshwater by the ocean-ice system,
and to give a desired equilibrium oceanic transports of heat
and freshwater.

When using undamped fluxes, one must be more mindful
of details than in the restoring case. Here, there are three
types of thermohaline fluxes to consider:

— turbulent fluxes for heat (sensible and latent), water
(evaporation), and momentum (wind stress);

— radiative heat fluxes (shortwave and longwave);

— water fluxes such as precipitation, river runoff, and sea
ice formation/melt.

Unfortunately, fluxes from observations and/or reanalysis
products have huge error bars (Taylor, 2000; Large and
Yeager, 2004). Running ocean-ice models for decades or
longer with such large uncertainties can lead to unacceptable
model drift in surface temperature and salinity (Rosati and
Miyakoda, 1988). Additionally, SST anomalies do experi-
ence a negative feedback in the climate system, whereby they
are damped by interactions with the atmosphere. Hence, SST

restoring is based on physical interactions (Haney, 1971),
and the lack of a negative feedback exacerbates problems
with the undamped fluxes. Consequently, the undamped flux
forced simulations can experience unacceptable drift associ-
ated with errors in the undamped fluxes and/or model errors,
as well as the absence of a feedback mechanism to suppress
drift. It is therefore generally not feasible nor physically rele-
vant to run global ocean-ice models with undamped thermo-
haline fluxes for more than a few years.

3.3 Turbulent fluxes from bulk formulae

The turbulent sensible heat flux lost from the ocean is pro-
portional to the sea-air temperature difference. As this dif-
ference increases (decreases), there is more ocean heat loss
(gain) through the latent heat flux. Thus, the air-sea in-
teraction represented by the turbulent heat fluxes tends to
damp SST differences from the air temperature. The damp-
ing strength can be determined by numerically lineariz-
ing the thermal boundary condition (Haney, 1971; Barnier
et al., 1995; Rivin and Tziperman, 1997; Barnier, 1998). It
can be quite strong in regions of strong winds such as the
Southern Ocean and North Atlantic, where piston vleoci-
ties can reach 1 — 2m day !, which corresponds to a cou-
pling strength of 50 — 100 (W m~2)/°K. More generally,
Rahmstorf and Willebrand (1995) point out the scale depen-
dence of the ocean-atmosphere heat flux coupling. Basin
scale SST anomalies are damped at a much slower rate
(~ 5 (W m~2)/°K), that is set by outgoing long wave radi-
ation. They propose an approach with scale dependent bulk
formulaes for the ocean-atmosphere heat flux.

This feedback between the SSTs and the atmospheric state
provides a nontrivial space-time dependent damping of SSTs
which acts to reduce model drift. As a means to model
this and other air-sea interactions, in the absence of an in-
teractive atmospheric model, a compromise can be made be-
tween the damped and undamped approaches by prognosti-
cally computing turbulent fluxes for heat, moisture, and mo-
mentum using the evolving ocean surface state (SST and sur-
face currents). In this case, turbulent fluxes are computed
from bulk formulae, given a prescribed, time evolving atmo-
spheric state (air temperature, humidity, sea level pressure,
and wind velocity). This approach directly corresponds to
that used in climate models, where the atmospheric state is
provided by a prognostic atmospheric model. In this way,
the bulk formulae forced ocean-ice models are much more
directly relevant to the coupled models than the other meth-
ods, and properly link the latent heat flux and evaporation.

3.4 Problems with ocean-ice models forced by a prescribed
atmosphere

The basic assumption made when using an atmospheric
dataset to force an ocean-ice model is that changes in the pre-
scribed near surface atmospheric state accurately reflect the



surface turbulent heat and moisture fluxes across the ocean-
ice surface, plus the divergence of all near surface internal
atmospheric transport processes. The fundamental problem
with the proposed bulk formulae approach is that in general
this assumption is not valid, because of errors in both the
ocean-ice models, and errors in the atmospheric datasets used
to force them. The latter represent only an approximation to
Nature, and the uncertainties can be large. Thus, even per-
fect ocean-ice models are exposed to limitations inherent in
the forcing. Furthermore, there is no unambiguous way of
separating model error from forcing error in the simulated
ocean-ice system, and errors can be both compensating and
additive.

We now expose two problems that arise when running
ocean-ice models with a prescribed atmospheric state. The
problems are intimately related, but we describe them here
as separate mechanisms for clarity.

3.4.1 Salinity fluxes and mixed boundary conditions

The first problem relates to anticipated errors in the surface
fluxes for salinity or fresh water, especially precipitation.
These will force erroneous drift in ocean salinity. A relatively
strong salinity restoring, analogous to the effective restoring
of SSTs arising from bulk formulae, can control this drift in
the ocean-ice simulations. However, such salinity restoring
has no physical basis. It is thus desirable physically to use
at most a weak restoring, which allows increased and typ-
ically more realistic, variability in the surface salinity and
deep circulation, and that can be regarded as a correction to
the precipitation.

In Nature the restoring timescale for SSS is very much
longer than the effective SST restoring timescale, and the
thermohaline fluxes move into a regime commonly known as
mixed boundary conditions (Bryan, 1987). Stommel (1961)
showed that ideal thermohaline systems forced with mixed
boundary conditions admit multiple equilibria. The ability
of any ocean or ocean-ice model to represent the oceanic
adjustment in the more complete climate system with cou-
pling feedback to the atmosphere, can be called into question.
Consider, the deep water formation regions of the North At-
lantic, for example. Mixed boundary condition simulations
with strong temperature restoring can be susceptible to unre-
alistically large amplitude thermohaline oscillations, as well
as a polar halocline catastrophe, in which a fresh cap devel-
ops in high latitudes of the North Atlantic and shuts down the
overturning circulation (Zhang et al., 1993; Rahmstorf and
Willebrand, 1995; Rahmstorf et al., 1996; Lohmann et al.,
1996).

3.4.2 Absence of an atmospheric response as the ice edge
or halocline moves

The second problem relates to the lack of feedback onto a
prescribed atmosphere when the model and forcing errors
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conspire to cause the simulated sea ice coverage to deviate
from that used to produce the atmospheric state. Windy, cold,
and dry air is often found near the sea ice edge in Nature. In-
teraction of this air with the ocean leads to large fluxes of
latent and sensible heat which cool the surface ocean, as well
as evaporation which increases salinity. This huge buoyancy
loss increases surface density, which provides a critical el-
ement in the downward branch of the thermohaline circula-
tion (e.g., Marshall and Schott, 1999). In contrast, the ocean
under sea-ice is very effectively insulated from atmospheric
cooling and buoyancy loss.

Suppose the modelled ice edge is too extensive. Then the
air-sea cooling and evaporation can be spuriously shut down
in the wrongly ice-covered region. Over the extended ice
edge, the near freezing water will be under relatively warm
air and weaker winds, so there will be less overall buoyancy
loss to drive vertical mixing and convection in the ocean, as
well as a negative feedback effect tending to melt back the
ice. As a result the column can become prone to freshwater
pooling at the surface, which could provide a positve feed-
back on the reduced buoyancy loss. This process may be
similar to the polar halocline catastrophe of mixed boundary
condition models described above. In the opposite case of the
modelled ice edge not being extensive enough, there would
be excess buoyancy loss, a tendency for ice formation, overly
strong vertical mixing and convection. The net effect on the
simulated thermohaline circulation would be a weaking if the
ice edge were overall too extensive, and a strengthening if too
contracted. We illustrate these situations in Figure 1.

Other important feedback processes involving sea ice that
affect sensitivity of the thermohaline circulation are dis-
cussed in Lohmann et al. (1998) and Jayne and Marotzke
(1999). Errors in sea ice area affect the radiation balance of
the earth, and thus the total meridional heat transport in the
climate system and its partitioning between the atmosphere
and ocean. In the ocean-ice system the feedback is positive
with too much ice reducing the solar energy input, and too
little ice increasing the solar input.

4 A proposal for COREs

The previous section highlights some issues that arise when
decoupling the ocean and sea ice components from the rest
of the climate system, in particular from an interactive at-
mosphere. Quite simply, it is ambiguous how one specifies
interactions with unrepresented components, and these am-
biguities can introduce nontrivial and often unphysical sen-
sitivities. It is thus important to recognize the limitations of
ocean-ice models, as no methodology for specifying interac-
tions with missing components is immune from difficulties
and ambiguities. Nonetheless, working under the assump-
tion that we wish to conduct productive research and devel-
opment with ocean-ice models, we seek a standard modelling
practice for use in establising benchmark simulations, thus
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cold air \ warm air

cold water/ warm water

<+ fresh icy=—>

Add freshwater perturbation at ice/halocline edge

cold air \ warm air

cold water/ warm water

<+ fresh icy =——>

Mixed BC response

cold air \ warm air

cold water/ warm water

<+ fresh icy=——>

Coupled response

Fig. 1. This schematic illustrates the different responses of the ocean-ice system to changes in surface boundary fluxes. Top panel: Consider
a cold-air outbreak (coming from the left and moving to the right in this schematic), such as occurs with synoptic activity over sub-polar
regions. This outbreak results in cold and dry air occupying some area over relatively warm water, and this region often occurs near the
sea ice or halocline edge. This situation results in huge air-sea fluxes of heat and evaporation in the region where cold and dry air is above
relatively warm water. These fluxes drive deep water formation as a result of the huge loss of ocean buoyancy. The sea ice or halocline edge
moves (towards the right in this schematic) in response to the large ocean buoyancy loss. With a prescribed atmospheric state (lower left
panel), when the ice edge or halocline moves to the right, the prescribed atmospheric state does not feel this motion. The result is a removal
of the region where large air-sea fluxes occur, thus rendering an unrealistic shut down of the air-sea fluxes that drive deep water formation.
In a coupled climate model (bottom right panel), the atmosphere predominantly follows the ocean, so that as the ice edge or halocline moves
to the right, there can remain a nontrivial deep-water formation region in front of the ice edge or halocline, just as in the top panel.

facilitating comparisons and further refinements to the flux
data sets and experimental design.

The standard practice we propose is termed a Coordinated
Ocean-ice Reference Experiment (CORE). There are three
COREs comprising our suite of experiments. We empha-
size the research nature of each CORE, and our goal here
is both illustrative and provocative. Choices for experimen-
tal design largely depend on research goals. Underlying the
present proposal is the goal to develop a protocol for ocean-
ice simulations that leads to behaviour in reasonable align-
ment with corresponding climate model simulations using
the same ocean-ice model components. Due to difficulties
described above, we only partially succeed in this goal.

4.1 The Large and Yeager dataset

The critical element facilitating the CORE proposal is the
existence of a comprehensive and evolving data set that is
useful across a range of ocean-ice model studies. In or-
der to be widely applicable in global ocean-ice modelling, a

dataset should produce near zero global mean heat and fresh-
water fluxes when used in combination with observed SSTs.
This criteria precludes the direct use of atmospheric reanaly-
sis products. Instead, the CORE experiments proposed here
employ the dataset prepared by Large and Yeager (2004).
Although primarily developed for the requirements of the
Community Climate System Model (CCSM-POP) ocean-ice
components (Collins et al., 2006), we aim to use this dataset
across a suite of ocean-ice models in this study. The Large
and Yeager (2004) dataset is well documented, fully sup-
ported and periodically updated (Large and Yeager, 2006),
and freely available, thus facilitating its use by the interna-
tional climate modelling community.

As discussed in (Taylor, 2000), a combination of reanaly-
sis and remote sensing products probably provides the best
available choice to force ocean-ice models. That is the ap-
proach taken by Large and Yeager (2004). Their report (as
well as the paper Large and Yeager (2006)) details methods
to merge and correct” various reanalysis and remote sens-
ing data products to produce a comprehensive dataset for use



in running ocean-ice models. Furthermore, it is desirable for
many research purposes to provide both a repeating ’normal”
year forcing (NYF) as well as an interannually varying forc-
ing. Large and Yeager (2004) provide both, with the NYF
consistently derived from the 43 years of interannual varying
forcing. The normal year has been constructed to retain syn-
optic variability (i.e., atmospheric storms), with a seamless
transition from 31 December to 1 January.

Both the normal year and interannual varying data contain
the following fields on a spherical grid of 192 longitude cells
and 94 latitude cells:

— monthly varying precipitation (12 time steps per year);

— daily varying shortwave and longwave radiative fluxes
(365 time steps per year, and so no diurnal cycle and no
leap years);

— six-hourly varying meteorological fields: 10m air tem-
perature, humidity, zonal wind, meridional wind, and
sea level pressure (4 x 365 x 43 time steps per year with
no leap years).

Access to the dataset, Fortran code for the bulk formulae,
technical report, support code, and release notes are freely
available at

nomads.gfdl.noaa.gov/nomads/forms/mom4 /CORE.html

This web page is supported by a collaboration between sci-
entists at the National Center for Atmospheric Research
(NCAR) and NOAA’s Geophysical Fluid Dynamics Lab
(GFDL) in support of COREs.

The task of developing a forcing dataset suitable for global
ocean-ice climate models is fraught with uncertainty and
ambiguity. As argued in Section 2, one use of ocean-ice
models is to assist in evaluating these datasets. Hence, the
datasets must undergo regular reevaluation and updates to re-
flect newly acquired data as well as feedback from the mod-
elling community.

4.2 Bulk formulae and salinity restoring

During early stages of this project, we originally thought
that differences in algorithms and parameters used to com-
pute bulk formulae would lead to trivial differences in ocean
circulation relative to other model differences. However, a
preliminary comparison between bulk formulae used in the
Community Climate System Model (CCSM) and the GFDL
model led to flux differences that were far too large to ignore
when the goal is to run models with the same forcing given
the same ocean state. In particular, the momentum stresses
from atmospheric winds were larger with the GFDL formu-
lation (based on Beljaars, 1994) and the latent heat fluxes
were larger with the CCSM formulation (described in Large
and Yeager (2004) and Large (2005)). The differences have
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been traced to differences in the neutral transfer coefficients
(roughness lengths).

The Large and Yeager (2004) fields were developed us-
ing the CCSM bulk formulae. These formulae represent
fits to observed data in both stable and unstable conditions
spanning wind speeds from less than 1ms~! to more than
25ms~!. We therefore decided that all models in this study
would employ the CCSM formulae, rather than each group
using their own particular formulae.

Salinity or fresh water forcing was a point of debate
amongst the participants in this study, largely due to difficul-
ties raised in Section 3.3. The basic question is: how strong
should the damping be? Some simulations removed restor-
ing under sea ice, whereas others retained restoring. Some
ran with extremely weak restoring with the piston velocity
of 50 m/4 years, and some explored a range of restoring sce-
narios. We have more to say on this issue in Section 13.

4.3 Three proposed COREs

We propose three COREs, whose basic elements are outlined
here.

— CORE-I: This experiment is aimed at investigations of
the climatological mean ocean and sea ice states real-
ized using the idealized repeating NYF of Large and
Yeager (2004). Models should ideally be run to quasi-
equilibrium of the deep circulation (order hundreds to
thousands of years).

— CORE-II: This experiment is aimed at investigations of
the forced response of the ocean and/or ocean hindcast.
It therefore employs the interannual varying dataset of
Large and Yeager (2004). Other elements of the inte-
gration are the same as CORE-I.

— CORE-III: This is a perturbation experiment involving
ideas proposed by Gerdes et al. (2005a, 2006). Here, en-
hanced fresh water enters the North Atlantic in response
to increased meltwater runoff distributed around the
Greenland coast. Response of the regional and global
ocean and sea ice system on the decadal to centennial
time scales is the focus of CORE-III. This experimental
design is motivated by possible increases in Greenland
meltwater that may occur due to anthropogenic global
warming.

We focus in this paper on CORE-I. During the early stages
of exploring CORE-I simulations, we hoped that 100 years
would provide a sufficient time to expose general model be-
haviour and model differences. 100 years was the choice
taken for the comparison of German ocean-ice models dis-
cussed in Fritzsch et al. (2000) which used the forcing from
Roske (2005). Unfortunately, 100 years proved insufficient
for highlighting differences of overturning circulation be-
haviour. In particular, drifts in the water masses in some
of the simulations caused either the overturning circulation
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to drastically weaken within 100 years, or to experience un-
realistic oscillations after a few hundred years (Sections 12
and 13). Simulations of 500 years length exposed many of
these issues, whereas 100 years was insufficient. Notably,
even though many issues were exposed only after multiple-
century integrations, there is no guarantee that 500 years is
sufficient to sample the phase space of the models run with
the CORE-I design. 500 years is therefore considered a prag-
matic compromise amongst the participants in this study.

4.4 Regarding differences in methods

Use of the Large and Yeager (2004) dataset and bulk formu-
lae with no temperature restoring for 500 year ocean-ice sim-
ulations is basically what defines CORE-I. This experimen-
tal design leaves open many details for each group to choose
based on their judgement. Consequently, as shown in the
appendices, experimental design and model details followed
by the groups differed in many aspects. For various reasons
based on specifics of numerical algorithms, computational
and human resources, and/or contrary scientific judgements,
we were unable to remove all differences. Indeed, we did not
put much effort at reducing these differences, as such would
have sacrificed our ability to make progress towards a com-
mon experimental framework.

Certainly some differences in methods are expected with
comparisons, and such can add to the strength of the project
by exposing alternative approaches to the scrutiny of a larger
group of scientists. Nonetheless, differences in model formu-
lation and implementation of forcing add to the difficulty of
uncovering mechanisms for simulation disagreements. For
example, no two models used precisely the same grid resolu-
tion; some models used virtual salt fluxes while others used
real water fluxes; and differences in ice albedo schemes were
common. These points may be critical for determining why,
as shown later, some models maintained a nontrivial Atlantic
overturning even with very weak salinity restoring (piston
velocity of 50m/4years), some steadily weakened without a
stronger restoring, and some failed to retain a sizable over-
turning even with strong salinity restoring. These differences
could have been reduced with a more restrictive experimental
design. However, such would have precluded participation
from a large fraction of the seven groups in this paper. We
thus chose a “come as you are” approach for the comparisons
presented here.

4.5 Models in this study

The ocean and sea ice models employed in this study include
the following (see Appendix A for details and references):

— CCSM-POP: This model is comprised of the ocean and
sea ice components from the CCSM climate model us-
ing a zonal resolution of roughly one degree, with en-
hanced meridional resolution in the tropics. The ocean
component uses geopotential vertical coordinates.

— CCSM-HYCOM: This model is comprised of the HY-
COM ocean model code within the CCSM framework
used in the CCSM-POP simulations. That is, CCSM-
HYCOM is the same as CCSM-POP, with the only mod-
ification being the ocean code.

— GFDL-MOM: This model is comprised of the ocean and
sea ice components from the GFDL climate model using
a zonal resolution of one degree, with enhanced merid-
ional resolution in the tropics. The ocean component
uses geopotential vertical coordinates.

— GFDL-HIM: This model replaced the geopotential
MOM code with the isopycnal layered Hallberg Isopy-
cnal Model (HIM), in which the vertical is discretized
with potential density layers rather than geopotential
levels. The vertical and horizontal resolution is com-
parable to the GFDL-MOM simulation.

— KNMI: This model is comprised of ocean and sea ice
components with zonal resolution of two degrees and
enhanced meridional resolution in the tropics. The
ocean component uses isopycnal vertical coordinates
based on the Miami Isopycnic Ocean Model (MICOM).

— MPI: This is the ocean and ice model components of the
coupled climate model from the Max-Planck-Institute.
The ocean component uses geopotential vertical coor-
dinates and has 40 vertical levels. The horizontal res-
olution gradually varies between a minimum of 12km
close to Greenland and 150km in the tropical Pacific.

— ORCA: This model is comprised of the NEMO mod-
elling system, whith the OPA 9 ocean model coupled
to the LIM sea ice model with two degree zonal resolu-
tion, with enhanced meridional resolution in the tropics.
The ocean component uses geopotential vertical coordi-
nates.

All geopotential models, as well as GFDL-HIM, employ the
Boussinesq approximation, in which volume, not mass, of a
fluid parcel is conserved, and thus steric effects are absent
from the prognostic equations. The MICOM code used by
KNMI, and CCSM-HYCOM, are both non-Boussinesq, and
so they include steric effects.

4.6 Goals of the analysis

The remaining sections of this paper survey results from sim-
ulations run with various ocean-ice models using the CORE-I
forcing. A key purpose of this presentation is to be illustra-
tive and provocative rather than thorough on all points. That
is, the analysis fails to fully assess each model’s ability to re-
main faithful to Nature’s ocean-ice system. Furthermore, it
is insufficient to identify mechanisms for model differences.
Nonetheless, we do highlight gross features that differ. Ad-
ditionaly, through extra experiments performed by three of
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the groups, we illustrate how the simulated circulations are
sensitive to model and forcing details. In particular, these
simulations highlight difficulties that some of the groups had
in determining a suitable surface salinity forcing.

All models in this study employ a generalized orthogonal
grid in the horizontal. As noted in Appendix A, four of the
models employ tripolar grids (GFDL-MOM, GFDL-HIM,
KNMI, and ORCA), whereas CCSM-HYCOM, CCSM-POP
and MPI use a bipolar grid with the North Pole displaced
over Greenland. Generalized horizontal coordinates are com-
monly chosen for global models as they remove the spheri-
cal coordinate singularity from the Arctic Ocean, and thus
allow for improved simulation integrity in this region. Un-
fortunately, given the relative immaturity of software plot-
ting packages, non-spherical grids lead to difficulties directly
comparing the simulations (e.g., making difference maps) in
regions where the grid metric factors do not agree, such as
the Arctic.

To facilitate producing difference maps, and to clearly
compare model fields, participants in the 4th Assessment Re-
port of the Intergovenmental Panel on Climate Change are
required to map ocean model output to the same common
spherical grid, according to the specifications described at
the Project for Climate Model Diagnosis and Intercompari-
son (PCMDI) website

http: //www — pcmdi.llnl.gov/ipcc/about ipcc.php

Although potential exists for us to employ the mapping soft-
ware from PCMDI, we chose not to add this extra level of
analysis burden on the participants in this study. Hence,
difference maps are restricted to differences to the respec-
tive model’s initial conditions. Each group is responsible
for computing these differences for their individual model.
Notably, we do not consider the present study to be a for-
mal model comparison project involving participants out-
side of those involved with running the models. Rather, this
study represents a prototype of what may later become more
widespread and organized. Hence, differences in gridded
model output do not compromise these limited goals.

5 Spin-up behavior and surface properties

Spin-up of the CORE-I simulations is illustrated in Figures
2 and 3, which show time series for the volume weighted
anomalous temperature and salinity as a function of depth.
The near-surface and thermocline conditions show a rapid
adjustment during the first 50-100 years, with comparatively
small drifts thereafter. In contrast, deeper properties continue
to drift throughout the simulation period.?

It is instructive to compare the behaviour of the water mass
properties with the transport indices in Figure 18 discussed in Sec-
tion 13.1. Even if a simulation appears dynamically adjusted after
100 years, as deduced from the transport time series, anomalies in
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For the temperature drifts, there no two models that ex-
hibit the same qualitative behaviour throughout the water col-
umn. The CCSM-POP, GFDL-MOM, and MPI simulations
each show surface cooling and upper-ocean warming, but
the GFDL-MOM shows slight warming in the abyss whereas
CCSM-POP and MPI show cooling. The ORCA and GFDL-
HIM simulations both show warming in the upper ocean and
cooling throughout the depths beneath 500m, with the mag-
nitude of these drifts smaller in ORCA than GFDL-HIM. The
KNMI simulation shows the largest drift overall with a strong
cooling in the mid-ocean region along with a strong warming
in the upper ocean similar to GFDL-HIM.

For salinity, CCSM-POP and MPI show a near surface
freshening, with MPI’s extending to 500m whereas CCSM-
POP’s remains just in the uppper levels. Both the GFDL-
MOM and GFDL-HIM simulations evolve towards salty up-
per ocean and fresh deeper ocean, with GFDL-MOM exhibit-
ing smaller magnitudes. The KNMI simulation is uniformly
fresh throughout the water column for nearly the full 500
years. As shown in Table 1 in Appendix A, this model does
not choose to perform a normalization for the hydrology in
the ocean-ice system, whereas all but the ORCA simulation
provide some means to ensure that the net salt or water en-
tering the ocean-ice system remains within bound. Namely,
with a nonzero restoring applied to surface salinity, and with
the diagnosed evaporation based on the bulk formulae and
evolving SST, there is no guarantee that the hydrological cy-
cle balances unless some form of normalization is applied.
Such is a limitation of the ocean-ice system absent an inter-
active land or atmospheric component.

Global maps of SST from the simulations are compared in
Figure 4 to those from Conkright et al. (2002) for the World
Ocean outside the Arctic, with Steele et al. (2001) used for
the Arctic. All models show the typical anomaly patterns
expected for the resolutions of models used here, with largest
deviations concentrated along major frontal zones such as the
western boundary currents and North Atlantic current. This
bias leads to a warm bias on the east coast of USA, and cool
bias in the subpolar Atlantic. The SSTs are additionally too
warm in the middle latitude regions on the west of continents,
possibly due to poorly resolved coastal upwelling. In the
Pacific, both the MPI and KNMI simulations show distinct
cool pattern in the central and eastern tropical Pacific, with
warming elsewhere in the basin. We consider more in this
region in Section 8.

6 Annual cycle at Ocean Weather Ship ECHO

An example of the near-surface annual cycle is given in Fig-
ure 5. Here, we diagnose the heat content and temperature
for Ocean Weather Ship ECHO in the subtropical North At-
lantic. Apart from elucidating the adjustment behaviour of

simulated transports continue adding to drifts in the deep tempera-
ture and salinity fields.
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Fig. 2. Globally averaged drift of the annual mean temperature as a function of depth (vertical axis in metres) and time (years on horizontal
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Fig. 3. Globally averaged drift of the annual mean salinity as a function of depth and time (years on horizontal axis). This drift is defined as
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Fig. 4. Anomalous SST for years 491-500 from the simulations relative to the analysis (shown in the top middle panel) of Conkright et al.

(2002) outside the Arctic, and Steele et al. (2001) in the Arctic.
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the simulations, this figure also provides a useful diagnostic
to assess the ability of bulk forcing (in conjunction with dif-
ferent boundary layer formulations) to realistically simulate
an important aspect of the ocean’s role in climate.

Temporal evolution of the hysteresis loop exemplified for
one experiment in Figure 5a confirms the near-surface equili-
bration time of 50-100 years as seen in the global mean time
series in Figures 2 and 3. Figure 5b compares the results
of various model simulations at year 50. Each model pos-
sesses a reasonable seasonal cycle, though with some shift
relative to Levitus. Furthermore, the area encompassed by
each model is a bit less than Conkright et al. (2002), with
ORCA containing systematically more heat content, whereas
the CCSM-POP and GFDL-MOM simulations are slightly
less. The CCSM-POP and GFDL-MOM simulations use the
same mixed layer scheme from Large et al. (1994), thus pos-
sibly accounting for their close agreement. Although the
GFDL-HIM and KNMI simulations are both isopycnal mod-
els, they exhibit a shift in heat content, likely due to basic
differences in the formulation of their respective bulk mixed
layer schemes (see Section A4 for discussion of the mixed
layer schemes in the two isopycnal models).

7 Seaice concentrations

High-latitude processes, including the distribution and
strength of convective areas and the seasonal cycle of polar
sea ice cover, are among the most challenging aspects of the
climate system to accurately simulate. In particular, these as-
pects are very sensitive to the choice of atmospheric bound-
ary conditions and model configurations, as emphasized by
Proshutinsky et al. (2001) for the AOMIP project. A detailed
examination of the parameter sensitivities encountered in the
host of CORE experiments performed is beyond the scope of
this paper. Hence, we restrict the following presentation to
gross properties of the sea ice simulations.

As shown by the temporal evolution of the annual mean
sea ice area in Figure 6, the pace of adjustment in integral
sea ice measures is far less rapid in the Antarctic, with its
huge seasonal cycle, than in the Arctic. The KNMI simu-
lation has roughly half the sea ice of other models in both
hemispheres, and it displays a steady recovery trend in the
Southern Hemisphere following a rapid adjustment to near
zero ice following initialization. For the other models, sea
ice area and extent are more similar. Both the GFDL-HIM
and ORCA simulations show far more variability in Southern
Hemisphere sea ice than the other models, with GFDL-HIM
possibly not yet reaching a steady state.

Figure 7 maps the ice concentration (sea ice area per grid
box area) in March (month of largest Northern Hemisphere
sea ice coverage), and Figure 8 shows the same for Septem-
ber (month of largest Southern Hemisphere sea ice cover-
age). We compare simulated results to the satellite sea ice
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concentration climatology over years 1979-2004 compiled
by Comiso (1999 (updated 2005).

The models exhibit a much larger cycle in the Southern
Hemisphere, which reflects the huge seasonal cycle in the
observations. The KNMI simulation generally shows the
least amount of ice, nearly loosing its summertime Arctic
ice cover and showing rather low wintertime Southern Hemi-
sphere ice concentration.

8 Tropical Pacific

Realistic ocean simulations in the Tropical Pacific are impor-
tant for maintaining proper coupled ocean atmosphere simu-
lation of El Nifio Southern Oscillations (ENSO) (Latif et al.,
1998), which is critical for simulations of climate change. In-
tegrity of the simulation is dependent especially on the wind
stress and model’s ability to maintain a tight thermocline,
with the latter dependent on vertical mixing (Meehl et al.,
2001) as well as horizontal friction.

For comparison with observed hydrography and currents
at the equator we employ the isopycnal analysis of Johnson
et al. (2002). It is based on measurements of zonal velocity,
temperature, and salinity from 172 meridional sections taken
mostly in the 1990s from 143°E to 95°W in the Tropical
Pacific. This analysis preserves pycnocline structure across
the equator where isopycnals and isotherms dome above the
Equatorial Undercurrent (EUC) and slump below (Wyrtki
and Kilonsky, 1984). This temperature structure results in a
thermocline with tighter vertical gradient just off the equator
than at the equator.

Time series for the zonal transport in the equatorial under-
current (not shown)? reveal that the spin-up for the equatorial
current occurs within a few decades. Temperature and zonal
current remain qualitatively similar at year 50 to those to-
wards the end of the simulation (not shown).

Figure 9 shows the annual mean equatorial upper ocean
temperature from the observations of Johnson et al. (2002),
as well as results from the model simulations averaged over
years 491-500. Note the somewhat cold water found in
ORCA and GFDL-HIM, and the very cold water in KNMI,
found towards the bottom of the thermocline. The KNMI
simulation also exhibits very warm water in the upper ocean
mixed layer in the west Pacific, going beyond the scale of
the other models. The remaining models show very similar
profiles for the thermocline that agree fairly well to the ob-
servations, with the exception of somewhat too uniform and
deep western warm pool in the simulations.

We garner a complementary picture by focusing on the
SST errors to the tropical Pacific. As noted in the global SST
bias map of Figure 4, all models show too much warming
off the west coast of South America, perhaps due to lack of
resolution required for representation of coastal upwelling.

3Figure 18 in Section 13.1 shows the GFDL-MOM time series.
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Additionally, all models show overly cool waters in the cen-
tral to eastern portion of the Pacific, with the MPI and KNMI
simulations especially cold. KNMI is overly warm in the
Maritime Continent regions of the west Pacific, thus cre-
ating a huge zonal SST difference relative to observations.
The MPI and ORCA simulations are also warm outside the
cold tonge region, but less so than KNMI. The GFDL-MOM,
GFDL-HIM, and CCSM-POP simulations show similar error
patterns with generally smaller amplitude than the remaining
models.

Figure 10 shows the zonal current along the equator from
Johnson et al. (2002). Its strength peaks a bit above 1 ms~*.
The previous class of IPCC models had very sluggish cur-
rents, with speeds slower by factors of two or three. As
shown in this figure, each model in the present study has
simulated undercurrent speeds approaching, or exceeding,
1ms~!. The only exception is the MPI simulation, which
shows a relatively weak undercurrent. This model is per-
haps overly dissipated by its choice for horizontal friction, or
limited by its relatively coarse meridional resolution at the
equator (coarser than 1°), with both handicapping the ability
to simulate a strong undercurrent.

9 Zonal average potential temperature and salinity

One of the most widely assessed benchmarks of ocean model
performance is the distribution of global potential tempera-
ture and salinity (§—.5) in the latitude and depth plane. There
are several reasons that this diagnostic is popular. Foremost,
the way heat and salt are distributed with latitude and depth is
directly set by the global thermohaline and wind-driven cir-
culation, reflecting the rate and properties of large-scale wa-
ter mass ventilation. Water mass overturning rates are them-
selves intimately tied to important climate related quantities
such as oceanic carbon uptake and the poleward transport
of heat and freshwater. Whereas poleward property trans-
ports and the processes directly tied to water mass formation
(e.g., convective overturning, mixing, and downslope grav-
ity currents) are extremely difficult to measure directly, the
global zonal mean climatology of oceanic § — S is relatively
well constrained by measurements. This situation arises from
the decades of hydrographic surveys, including those associ-
ated with the World Ocean Circulation Experiment (WOCE),
as well as the slow overturning rates in the intermediate,
mid depth and abyssal oceans. Modelers thus tend to rely
on the traditional hydrographic parameters (§ — S) to pro-
vide a means for assessment of the water-mass formation
processes operating in global models. England and Maier-
Reimer (2001) show that CFCs and radiocarbon can equally
be used in this context.
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Fig. 6. Time series for the annual mean sea ice area (in units of 10'? m?) for the Northern Hemisphere (top row) and Southern Hemisphere
(bottom row), with CCSM-POP(green), GFDL-MOM(blue), GFDL-HIM(black), ORCA(red), MPI(cyan), and KNMI(yellow). The hemi-
spheric ice area depicts the area of a grid box multipled by the ice concentration (area of ice cover per area of grid box), and summed over
each hemisphere. The vertical axes are the same, thus facilitating a direct comparison between hemispheres.

Errors in model simulations of global ocean 6 — S result
from at least one of the following problems:

erroneous surface § — S,

spurious rates of ocean overturning within the surface
mixed layer,

incorrect interior ocean circulation,

unrealistic interior mixing processes in the model.

Errors in surface # — S may be a result of incorrect air-sea
heat and freshwater fluxes, errors in surface circulation and
mixing, or a combination. Thus, the diagnosis of simulated
subsurface §# — S against observations can be ambiguous:
errors may be symptomatic of any number of problems in
ocean model forcing, circulation and/or physics.

A comparison between the global zonal-mean anomalous
f and S in the CORE simulations is presented in Figures
11 and 12, respectively. The model minus observed fields
are derived taking an average in the simulations during years
491-500. While this time scale is much shorter than the equi-
libration time of the mid depth oceans (e.g., England, 1995;
Stouffer, 2004), it is sufficient to reveal significant model
drift away from the observed mean 6 — S.

The CCSM-POP, GFDL-MOM, and MPI simulations are
too warm and salty in the upper ocean, and contain deep
warm anomalies in the North Atlantic. GFDL-HIM also
shows some warm anomalies in the surface ocean and warm
anomalies in the deep water formation regions around 70°N,
but with a less broad pattern of warm anomalies. The ORCA
simulation shows even less anomalous temperature, whereas
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Fig. 7. Sea ice concentration (area of sea ice per grid cell area) in March (month of maximum observed Northern Hemisphere sea ice
coverage), averaged over years 491-500 in the CORE-I simulations, as well as the observations taken from Comiso (1999 (updated 2005).
ORCA still shows ice extent. CCSM-HYCOM will replace one of CCSM-POP.
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Fig. 8. Sea ice concentration (area sea ice per area grid cell) in September (month of the maximum observed Southern Hemisphere sea ice
coverage), averaged over years 491-500 in the CORE-I simulations, as well as the observations taken from Comiso (1999 (updated 2005).
ORCA still shows ice extent. CCSM-HYCOM will replace one of CCSM-POP.



Griffies et al.: COREs 19
Temp from Johnson etal

28
] [ 26
24

100 — — 5, 100
20
i r 18
16

200 — - 14 200
12
— — 10
8

300 —| = 6 300
4
- L 2

140°E 180° 140°W 100°W 140°E 180° 140°W 100°W

CCSM—-POP CCSM—POP

50

250

350

140 180 220 260 140 180 220 260

GFDL-MOM GFDL—HIM

200

300

140°E 180° 140°W 100°wW 140°E 180° 140°W 100°W

ORCA KNMI
L

200

300

140°E 180° 140°W 100°w 140°E 180° 140°W 100°wW
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the KNMI simulation is generally cold throughout the ocean
interior, very cold in the upper tropical and mid-latitude
ocean, and a bit too warm in the far north. The zonal biases in
the salinity for CCSM-POP, GFDL-MOM, GFDL-HIM, and
MPI show somewhat too much salt in the upper ocean and
penetrating into the deep North Atlantic, with the MPI sim-
ulation showing the least bias. ORCA and KNMI are more
broadly fresh throughout the ocean, with KNMI especially
fresh in the deep northern regions.

The erroneous heat and salt content localized near 60-
70°N in some of the simulations suggest overly rapid surface
overturn in this region. An analysis of the GFDL-MOM sim-
ulated mixed layer depth confirms this (not shown), with a
broad region of deep overturn just north of 60°N (Gnanade-
sikan et al., 2006). This deep mixed layer occurs despite
the GFDL-MOM meridional overturning rates, described in
Section 12, being only modestly too vigorous relative to ob-
servations. The deep wintertime mixed layers in the North
Atlantic may be related to erroneous surface § — .S and/or to
interior mixing errors in regions of steeply sloped isopycnals.
In contrast, the spuriously fresh salinities in northern regions
of the ORCA and KNMI simulations is symptomatic of its
rather weak meridional overturning circulation (MOC) (Sec-
tion 12). Curiously, ORCA also shows weak anomalously
warm 6 in this region, despite its slow overturning. This bias
must arise from localized errors in SST in regions where the
model forms late winter pycnostads.

Apart from differences in model versus observed § — S
originating in the North Atlantic, Figures 11 and 12 also
reveal large scale discrepancies in Southern Ocean water
mass properties. All but the CCSM-POP simulation ex-
hibit Antarctic Bottom Water (AABW) signatures that are
too cold, and all appear too fresh, with CCSM-POP showing
the least bias. Antarctic Intermediate Water (AAIW) is for
the most part too warm and saline, with ORCA and KNMI
showing somewhat smaller salt anomalies than the other sim-
ulations. These biases exist despite the fact that most models
appear to capture reasonable rates for AABW overturn (~
10 Sv), and none exhibit excessive mixed layer depths near
regions of Subantarctic Mode Water formation (a classical
reason for warm saline AAIW in models reference??? ). A
likely cause for the cold and fresh AABW in the simulations
is that the models simulate a region of large scale deep mixed
layer in the central Weddell Gyre, which contrasts with ob-
servations (reference???). This region is spuriously ice free
during late summer, meaning fresher sea surface salinities
(need to check that this is so ) and greater air sea heat loss
on the annual mean. This thermohaline forcing causes deep
open ocean convection in the region, spiking AABW with er-
roneously cold and fresh waters. In addition, for the ORCA
and KNMI simulations, their weak NADW leaves the middle
depth Southern Ocean, and in particular Circumpolar Deep
Water, too cold and fresh. The warm saline AAIW in contrast
is possibily a result of incorrect subduction and/or isopycnal
mixing rates in the region. However, given that this bias fea-
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tures in nearly all of the simulations, it suggests there to be
biases in the surface forcing, which are furthere evidenced by
the very weak poleward implied heat transport in the South-
ern Hemisphere exhibited in Figure 13.

I need to fill in a recent best guess range for observed
NADW formation paragraph 3 in lieu of NN-MM Sv.
Any suggestions welcome. Anne Marie suggests Speer
and Lumkin, or Ganachoud, or Talley?

— Arne, The AABW overturning curve shown in Fig. 12
appears to be the strength of what I'd call the abyssal
cell centred near 20S. Is that right? My plot of ORCA-
D had only just over 10 Sv in the global AABW cell.
This affects paragraph 4.

— Implicit in the above is some discussion of MLDs in
the respective models, which I gleaned from Fig sent by
Arne and from the Gnanadesikan, Griffies and Samuels
paper (Fig. 6). It may be worth adding a simple zonal-
mean plot of MLD in observed vs. the models (a la
Gnanadesikan et al. Fig 6c¢).

— Last paragraph: I’'m guessing about the SSS properties
as these were not shown in the core draft.pdf I had ac-
cess to (only SST).

— Last paragraph again, I’'m unsure why the model’s
AAIW is too warm/saline. Mixed layers look pretty
good in the region. It is perhaps model-obs differences
in isopycnal slopes (and therefore downward mixing
rates). Any suggestion here welcomed.

10 Poleward heat transport

Poleward heat transport by the climate system is a response
in the atmosphere and ocean to differential solar heating,
with more warming in the tropics than the poles (Peixoto
and Oort, 1992). In contrast to the atmosphere, ocean heat
transport is greatly modified by meridional land-sea bound-
aries. It is critical for climate models to have a partitioning
of poleward transport that is well coordinated between the at-
mosphere and ocean in order for the model to maintain a rela-
tively stable climate state under steady solar forcing (Weaver
and Hughes, 1996).

For the ocean-ice system, the prescribed atmospheric state
implies a poleward heat transport, given a sea surface temper-
ature and a few assumptions. We find it useful to summarize
the necessary formulation in order to highlight assumptions.
For this purpose, start with the vertically and zonally inte-
grated heat budget for a Boussinesq ocean

o, (/dxdz@) = -9, (/dxdz(v9+Fy)> (1)

+ / dz (Q™/(po Cp) + qw T).  (2)
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The left hand side represents transient storage of heat in the
ocean. On the right hand side, v @ is the advective temper-
ature transport due to the resolved model velocity field, and
FY is the meridional flux arising from SGS processes, such
as diffusion and the eddy-induced advective transport pre-
scribed by Gent et al. (1995). Q" is the surface heat flux
(positive into the ocean) arising from shortwave and long-
wave solar radiation, and turbulent fluxes from sensible and
latent heating. The fresh water term gy, 6y, accounts for the
transport of water across the ocean surface occuring at a tem-
perature 6y, with a volume per area per time gy, (gw > 0 for
water entering the ocean) . The freshwater term is absent in
the CCSM-POP and KNMI simulations due to their use of
salt rather than water fluxes. We have ignored in this formu-
lation any of the generally minor contributions from interior
and bottom heat sources.

Assuming a steady state, and dropping the surface fresh
water term, yields a balance between surface heating and the
meridional divergence of meridional ocean heat transport

/szS“ff:ay <pocp /dxdz(v@+F”). (3)

Assuming the meridional ocean transport vanishes at the
southern boundary at y = y, (along the Antarctic continent)
renders the steady state balance for any particular latitude

y
/ dy/deS“rf:pon /dxdz(v@—&—F”). 4)
Y=Ys

This relation states that the area integrated heat flux into the
ocean over the region south of any given latitude is balanced
by a meridional transport of heat within the ocean at the spe-
cific latitude. For example, if there is a net surface flux of
heat out of the ocean south of a chosen latitude (e.g., cold air
over warm water), then this ocean heat loss is balanced by a
transport of heat within the ocean towards the south at this
latitude. As described by Large and Yeager (2004), knowl-
edge of the atmospheric state and the sea surface tempera-
ture provide sufficient information to compute surface heat
fluxes by using the bulk formulae. This calculation leads to
an implied ocean heat transport (left hand side of equation
(4)). Given the implied heat transport, we can determine the
meridional ocean heat transport at a particular latitude (right
hand side). Again, determination of the ocean heat trans-
port from the implied heat transport is valid if the follow-
ing assumptions hold: (1) ocean heat storage is small (i.e.,
steady state); (2) heat transport due to the movement of wa-
ter across the ocean surface is ignored; (3) bottom heat fluxes
(e.g., geothermal fluxes) are ignored. These assumptions are
reasonable, especially since surface air-sea heat fluxes are
generally dominant in much of the ocean, even though there
remain large uncertainties in these fluxes. Hence, it is com-
mon to compare implied heat transports from various atmo-
spheric data products to direct measurements of ocean heat
transports.
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Determining which atmospheric product to use for com-
puting the implied heat transport remains a subject of some
discussion (e.g., Taylor, 2000). We present two results. First,
we compute the implied northward heat transport by run-
ning the normal year forcing (NYF) from Large and Yea-
ger (2004) over the Hurrell et al. (2006) SST from 1958-
2000 and computing heat fluxes using the bulk formulae from
Large and Yeager (2004). This range of SST provides some
sense for the range available from the model simulations. At
each latitude, a 43-year mean heat transport is computed. Al-
though no single year realizes this mean implied heat trans-
port, it provides a guide to the implied transport that may be
expected from the ocean-ice simulations. The second result
is taken from Trenberth and Caron (2001), who estimate heat
fluxes from a combination of reanalysis and data products
and use these fluxes to compute an implied heat transport.

Figure 13 shows these implied northward global heat
transport, as well as the ocean heat transport directly com-
puted from the ocean model fields averaged over simula-
tion years 491-500. Notably, the Large and Yeager (2004)
implied heat transport shows the least amount of poleward
transport in the middle latitude Southern Hemisphere, with
Trenberth and Caron (2001) and the ocean-ice models show-
ing somewhat more transport, comparable to the northward
transport in the Northern Hemisphere. For the models, MPI
shows the greatest transport in the subtropical regions of
both hemispheres, with values in the north nearing 2PW and
1.5PW in the south. The CCSM-POP, GFDL-MOM, and
GFDL-HIM simulations are generally in agreement with one
another, each showing roughly 1.5PW maximum transport
in the Northern Hemisphere, with GFDL-HIM simulation
showing the most poleward transport in the Southern Hemi-
sphere. The ORCA simulation is somewhat weaker in the
north, though with a sizable poleward transport in the south.
Finally, the KNMI simulation is a clear outlier, with less than
1PW in the north and nearly 3PW poleward transport in the
south.

11 Volume transport through Drake Passage

Vertically integrated volume transport of seawater through
selected regions of the ocean provide modellers with an
important benchmark to evaluate the integrity of simulated
water masses and ocean currents, as well as the boundary
forcing impacting the transport.* In this section, we dis-
play results for the Drake Passage transport, which mea-
sures the zonal flow through the smallest latitudinal extent
of the Antarctic Circumpolar Current (ACC). The transport
is a strong function of the winds, baroclinicity across the
ACC, and buoyancy forcing (e.g., Hallberg and Gnanade-

“Each of the models in this study employs the Boussinesq ap-
proximation, and so the volume transport is considered, rather than
more fundamental mass transport appropriate for a non-Boussinesq
model.
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sikan, 2006, and references therein). Drake Passage trans-
port has been measured using various methods, with a low
value around 100Sv from Orsi et al. (1995), and high value
of 135Sv from Cunningham et al. (2003).

Figure 14 shows the time series for annual mean Drake
Passage transport from the CORE simulations. The transport
in the KNMI simulation rapidly dives toward a very small
value, reaching about 25Sv after 500 years. The GFDL-
HIM simulation also has a decreasing trend, though reaches
a steady state of roughly 75Sv after 500 years. Each of the
other models reach stronger steady states somewhat sooner.
CCSM-POP, GFDL-MOM, and ORCA converge to values
between 135Sv-150Sv, which is on the high side of measure-
ments. The MPI transport is relatively high and exhibits non-
trivial variability around a mean of roughly 180Sv. Results
from GFDL-MOM and ORCA using weak salinity restoring
with piston velocity of 50m/4years are presented in Sections
13.1 and 13.2, and these two both show nonstationary be-
haviour. So it is only the CCSM-POP simulation that ex-
hibits relatively stationary behaviour for the Drake Passage
transport with the weak 50m/4years piston velocity.

12 Meridional overturning streamfunction

The meridional overturning streamfunction diagnoses the
transport of volume poleward

z

U(y,z) = —/dx /dz’ (v+0%). Q)

—H

It is commonly used to summarize various features of the
large scale circulation, particularly effects from thermohaline
forcing. In equation (5), the vertical limits extend from the
ocean bottom at z = — H (x, y) to a depth z, and the zonal in-
tegral extends over the globe or within a closed ocean basin.
We include a possibly nonzero divergence-free subgrid scale
(SGS) velocity v*. For the geopotential coordinate models
used in this study, v* is determined by the parameterization
of Gent et al. (1995), where

v* = -0, (KkSy), 6)

with S, = —p,,/p,. the meridional slope of the neutral di-
rection, and x > 0 a diffusivity (with units of squared length
per time). The overturning streamfunction is thus given by
the SGS plus Eulerian terms

\Il(y,z):/dgcf<aSy—/dgc/dz’v7 7
“H

where we set kS, = 0 at the ocean bottom. The contri-
bution from the Gent et al. (1995) parameterization to both
volume and tracer transport is most prominent in the South-
ern Ocean, where the basin is large and the neutral slopes
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generally steepen towards the pole. In other basins, such as
the North Atlantic, its contribution is modest to negligible,
depending on the chosen diffusivity.

For the isopycnal models employed by GFDL-HIM and
KNMI, the meridional overturning streamfunction is com-
puted with the vertical integral proceeding from the ocean
bottom upwards to a surface of constant potential density, so
that

P
(y, p) = —/dx /dp’v(az/ap’), ®)
“H

where dz = dp’ (9z/0p’) is the thickness between isopycnal
layers.

Beneath the ocean surface, the no-normal flow condition
on the velocity field implies that the overturning streamfunc-
tion is a constant along land-sea boundaries, and choice of
the reference streamfunction value as chosen above leads to
a vanishing streamfunction on these boundaries. In a model
run without water flux forcing (e.g., CCSM-POP and KNMI,
which use salt fluxes), the streamfunction vanishes along the
surface as well. In contrast, for the GFDL-MOM, GFDL-
HIM, MPI, and ORCA simulations, fresh water input means
that the streamfunction is generally nonzero at the ocean sur-
face.

As the thermohaline circulation is most active in the North
Atlantic basin, we examine the Atlantic MOC streamfunc-
tion. Figure 15 shows the time series for the maximum of
the streamfunction at 45° N beneath the wind driven Ekman
layer. This time series exhibits the multi-centennial time
scales for the spin-up of this circulation. Figure 16 shows the
Atlantic meridional overturning streamfunction for the sim-
ulations averaged over years 491-500. The structure of these
streamfunctions largely reflects on the time series in Figure
15, with the GFDL-MOM simulation showing the most vig-
orous overturning streamfunction, and KNMI the weakest.

A nontrivial MOC is important for maintaining a realistic
ocean climate. For reasons detailed in Section 3, it is some-
times quite difficult to realize a stable overturning circula-
tion, especially in ocean-ice models. The behaviour of the
ocean-ice models in this study indeed reflects on this sensi-
tivity, with some models “refusing” to stabilize at a circula-
tion reflecting observations (~15Sv), whereas others appear
to reach a stable value either with a very weak salinity restor-
ing (CCSM-POP and MPI), or somewhat stronger restoring
(GFDL-MOM and ORCA). It is notable that the two isopy-
cnal models appear to have the most difficulty reaching a
steady state, with the GFDL-HIM simulation showing large
amplitude variations, whereas the KNMI simulation settles
into a very weak overturning circulation.

13 Salinity forcing and MOC behaviour

As seen in the bias time series of Figures 2 and 3, water
masses in the deep ocean take many centuries to equilibrate
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Fig. 14. Time series for

simulations.

Sv

27

Volume transport (Sv) through the Drake Passage
T T

200 T

CCSM-POP
~——— GFDL-MOM
GFDL-HIM

201 ORCA T

[ 50 100 150 200 250 300 350 400 450 500
Year

the annual mean vertically integrated transport of seawater volume through the Drake Passage in the CORE-I

Maximum Atlantic Streamfunction (Sv) at 45N
22
T T T T T

CCSM-POP
GFDL-MOM
GFDL-HIM
ORCA

MPI

KNMI

16 =

14 \ i
‘l » W M
12+ X A

0 50 100 150 200 250 300 350 400 450 500
Year
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tal axis) in units of Sv=10° m® sec~*. The index is computed as the maximum Atlantic MOC streamfunction at 45° N in the region beneath
the wind driven Ekman layer. Note that the GFDL-MOM simulation was extended to 600 years to verify that it was reaching a steady state

for the overturning.
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in global ocean-ice simulations. Details of the hydrological
forcing and ocean-ice interactions can be critical for the re-
alism of the equilibrated deep water properties. As discussed
in Section 3.3, salinity restoring is generally used to damp
drifts in water mass properties, and in particular for the pur-
pose of maintaining a stable MOC.

During the development of CORE-I, participating groups
pursued many different experiments to test model sensitiv-
ities to salinity restoring. Each group varied their choice
for salinity restoring, with the standard runs from CCSM-
POP and MPI maintaining a globally weak forcing with pis-
ton velocity of 50m/4years; the standard runs from GFDL-
MOM, GFDL-HIM, and ORCA strengthening the restoring
to 50m/300days; and KNMI using stronger restoring in cer-
tain high latitude regions. Section B3 in the Appendix pro-
vides details of what the models chose.

The key aim of the sensitivity experiments was to deter-
mine a regime where the models exhibit a quasi-stable MOC
for the multi-century scale simulations, and to identify ge-
ographical regions where the salinity forcing is most crit-
ical to maintaining MOC stability. Given that four of the
seven groups were unable to stabilize the MOC without in-
cluding a nontrivial restoring (i.e., piston velocity greater
than 50m/4years), and noting that other groups not included
in this study experienced similar difficulties, we summarize
here select results from experiments conducted with GFDL-
MOM, MPI, and ORCA in order to highlight difficulties.
This discussion serves the reader interested in surveying is-
sues which may arise when other ocean-ice models are run
using the CORE-I design.

13.1 Two experiments from MPI and GFDL-MOM

Two experiments were run with the GFDL-MOM and MPI
ocean-ice models, where the only difference is the strength
of the salinity restoring.

— GFDL-A and MPI-A uses a piston velocity of
50 m/4 years, which is the same as the two CCSM sim-
ulations. MPI-A is the standard experiment from MPI
described in other sections of this paper.

— GFDL-B and MPI-B use the larger piston velocity of
50 m/300 days. GFDL-B is the standard GFDL-MOM
experiment presented in other sections of this paper.

No salinity restoring occurs under sea ice in either of these
experiments. However, tests using GFDL-MOM with salin-
ity restoring globally (including under sea ice) did not quali-
tatively alter the following results.

We first present results from MPI in Figure 17 for the At-
lantic overturning streamfunction index and the Drake Pas-
sage transport. In general, the MPI simulations are more
robust to changes in the salinity restoring than the GFDL-
MOM and ORCA simulations, described in the following.
That is, both of the MPI simulations retain a nontrivial circu-
lation in the Atlantic and ACC. Note, however, that the Drake
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Passage transport in the weakly restored simulation (the stan-
dard MPI simulation) exhibits nontrivial temporal variability
about a rather large mean. This contrasts to the behaviour
in the stronger restoring case, in which the simulation is re-
flective of the CCSM-POP, GFDL-MOM, and ORCA results
shown in Figure 14.

We next discuss the same two experiments run with the
GFDL-MOM code. Figure 18 exhibits the time series for se-
lected volume transports in the GFDL-A and GFDL-B sim-
ulations. The most striking feature is the large deviations
found in GFDL-A. The North Atlantic exhibits a significant
weakening of the MOC during the first 100 years, a gradual
increase over the next 150 years, then a series of growing
amplitude multi-decadal oscillations starting after year 250.
Vertically integrated transports in other sectors of the model
also show distinct behaviour for GFDL-A. In particular, note
the inter-decadal oscillations in the Drake, Indonesian, and
Equatorial Undercurrent transports starting after year 350.
Although we have not examined the variability mechanism
in GFDL-A, we conjecture that the oscillations are similar
to the mixed boundary condition thermohaline oscillations
discussed in such papers as Zhang et al. (1993), Greatbatch
and Peterson (1996), and de Verdiere and Huck (1999). This
behaviour is distinct from the more stable GFDL-B experi-
ment. Furthermore, the CM2.1 climate model of Delworth
et al. (2006), which uses the same ocean and sea ice compo-
nents, exhibits multi-decadal variability (not shown), but this
occurs about a stable mean state of roughly 20Sv, and does
not exhibit the large drifts and huge amplitude oscillations
seen in GFDL-A.

In conclusion, examination of the GFDL simulations in-
dicate that the weakly restored case GFDL-A is far removed
from the behaviour of the GFDL CM2.1 coupled model, as
GFDL-A exhibits unphysically large and apparently unstable
multi-decadal oscillations. We thus consider the very weakly
restored experiment GFDL-A to be unsuitable for studying
the mean ocean climate in GFDL-MOM. It is for this reason
that all other results from the GFDL-MOM simulations focus
exclusively on GFDL-B.

13.2 ORCA experiments

The long-term spin-up behaviour of global ocean-ice models
depends critically on surface freshwater forcing, particularly
in the high-latitude areas important for setting properties of
the deep and bottom water masses. We elucidate this depen-
dence by a sequence of simulations with ORCA. Here, the
surface salinity restoring is varied globally as well as in se-
lected regions of the polar oceans. An additional experiment
probed the influence of the uncertain freshwater input fields,
by reducing the net CORE precipation over the Arctic and
sub-Arctic oceans by 30%. In the following, we denote three
different settings for the salinity restoring parameter:

— No restoring,
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Fig. 17. Time series for the annual mean volume transports (in units of Sv=10° m® s~1) from two MPI CORE-I simulations. The black line is
from the MPI-A ocean-ice simulation with the salinity restoring converted to a water flux using a weak piston velocity of 50 m/4 years (this
is the standard MPI simulation discussed in other sections of this paper), and the blue line is from MPI-B ocean-ice model with larger piston
velocity 50 m/300 days. Top panel: Maximum meridional-depth overturning streamfunction at 45° N. Bottom panel: Eastward transport in

the Southern Ocean through the Drake Passage.

— ”Weak” restoring of surface salinity corresponding to a
piston velocity of 50 m/4 years,

— 7Strong” restoring corresponding to 50 m/300days.

We show results from the following experiments, all inte-
grated for 500 years:

— ORCA-A: no restoring;

— ORCA-B: weak restoring globally (no restoring under
sea ice);

— ORCA-C: weak restoring, except for strong restoring in
the (sub-)polar oceans (south of 45S, and north of 65N,
also under sea ice);

— ORCA-D: strong restoring globally, including under sea
ice. Note that over the Gulf Stream the restoring term is
restrictive restoring, i.e., no freshening is allowed. This
experiment represents the ORCA reference case for all
results shown in other sections.

— ORCA-E: restoring as in ORCA-B, but with reduced
Arctic precipation.

As for the GFDL-simulations, there are some strong dif-
ferences in the time series of selected annual mean transports
between these cases (see Figure 19). In both the "no” and
the "weak” restoring cases there is a strong decline of the
North Atlantic MOC during the first 100-200 years without,
however, the occurrence of multi-decadal oscillations seen in
GFDL-A. Such oscillations are, however, a main character-
istic of the Antarctic Circumpolar Current (ACC) transport
through Drake passage in these experiments (Figure 19b). In
contrast to GFDL-A, these oscillations emerge already dur-
ing the first decades of the model spin-up, with gradually

decreasing amplitude during the course of the integrations.
Similar oscillations as in the ACC transport are also exhib-
ited by the northward transport of Antarctic Bottom Water
(AABW) in the Southern Ocean (Figure 19c), with the max-
ima (minima) in AABW transport closely corresponding to
maxima (minima) in the ACC. A causal relationship between
the strength of bottom water formation and ACC-transport
has been discussed by Timmermannn et al. (2005) based on
experimentation with a previous version of the ORCA model.
In particular, they noted that model drifts toward too strong
AABW-cells and ACC-transports during the first decades of
a model spin-up could be related to an increase in surface
salinities near Antarctica. The ensuing excessive open ocean
convection and dense columns of homogeneous water in the
region of seasonal ice coverage resulted in excessive north-
ward transports of bottom water, and a strongly enhanced
baroclinic component of the ACC.

A stronger damping of sea surface salinity anomalies
affects both the oscillating behaviour and strength of the
AABW/ACC-system, as well as the drift in the North At-
lantic MOC. An interesting result of the sequence is, how-
ever, the apparent inability of ORCA to maintain a realis-
tic MOC transport (i.e. of order 15-20Sv) under the given
CORE forcing. An inspection of the evolution of the hy-
drographic properties of the overflow waters spilling across
the Greenland-Iceland sill indicates that the MOC evolution
is closely tied to drift in the overflow density (Figure 19d).
As a consequence of a progressing freshening (not shown),
all model cases drift away from the observed climatological
outflow density (of about 28.0). A drift in simulated Arc-
tic Ocean salinities may be caused by various mechanisms,
including

— Excessive freshwater fluxes into the Arctic basin re-
lated, for example, to the prescribed precipitation or
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Fig. 18. Time series for the annual mean volume transports (in units of Sv=10° m® s=1) for selected geographic regions from two GFDL
CORE-I simulations. The black line is from the GFDL-A ocean-ice simulation with the salinity restoring converted to a water flux using
a weak piston velocity of 50 m/4 years, and the blue line is from GFDL-B ocean-ice model with larger piston velocity 50 m/300 days.
Top left: Maximum meridional-depth overturning streamfunction at 45° N. Top right: Northward transport in the Florida Current between
Florida and Cuba, defined as (81.5°W, 23° N — 27° N) (observational estimates from Leaman et al., 1987, are between 29Sv-35Sv). Middle
left: Northward transport through the Bering Strait, defined as (167°W — 171°W,65° N) (an observational estimate from Roach et al.,
1995, is roughly 0.8Sv). Middle right: Eastward transport in the Southern Ocean through the Drake Passage (an observational estimate from
Cunningham et al., 2003, is roughly 135Sv). Lower left: Transport through the Indonesian Islands, defined here as (100° E' — 140° E, 6°S)
(an observational estimate from Gordon et al., 2003, is roughly 10Sv). Lower right: Eastward transport within the equatorial undercurrent at
(155°W, 3°S — 3°N, 0 — 350m) (observational estimates from Lukas and Firing, 1984; Sloyan et al., 2003, range between 24Sv-36Sv).
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coastal run-off fields;

— An erroneous simulation of the freshwater export to the
North Atlantic associated with, for example, the export
of sea ice with the East Greenland Current;

— Too little import of saline waters with the North Atlantic
Current.

As suggested by the increase in MOC (and overflow den-
sity) in the reduced-precipitation case ORCA-E, a restoring
of sea surface salinity can only partly remedy the effect of
possible errors in the high-latitude freshwater budget. A par-
ticularly interesting aspect of Figure 19 is the rather tight
relationship between mid-latitude MOC transport and over-
flow density, noted before in various model simulations re-
ported by Latif et al. (2006). Apparently, neither changes in
the restoring configuration nor in the prescribed precipitation
field (ORCA-E) appear to affect the relation between den-
sity and MOC. The main effect of variations in these model
choices is to determine the amplitude of the drift realized by
a particular simulation.

13.3 A grid resolution hypothesis

Each of the many experiments conducted by the various
models serve to highlight sensitivities to boundary conditions
described in Section 3. So can one identify a model feature
that predisposes it to retaining a nontrivial overturning with
the CORE forcing using only a weak salinity restoring? To
pursue this question, in addition to investigating details of the
hydrological forcing, many experiments with GFDL-MOM
explored modifications to the physical parameters, mostly
related to the mesoscale eddy parameterizations and hori-
zontal friction. No significant modification to the results
shown already were found. However, one hypothesis does
present itself after considering characteristics of the seven
model configurations. Namely, those two models (CCSM-
POP and MPI) with the finest horizontal grid resolution in
the North Atlantic are stable with the weak piston velocity of
50m/4years. In particular, MPI has 12km grid resolution in
the region just south of Greenland, and this resolution is far
more refined than the models showing unstable behaviour.
As detailed in Section 13.2, a significant difficulty with
the ORCA simulations relates to the water budget in the
deep water formation regions, which again reflects on the
processes identified in Section 3. We conjecture that these
sensitivities are shared by all the ocean-ice models models
in this study. However, we propose that those models able
to transport more salt into these regions, such as via a more
vigorous Gulf Stream, North Atlantic Current, and subpolar
gyre are able to retain a stable overturning and thus to be less
sensitive to details of the direct hydrological forcing in the
high latitudes. This hypothesis suggests that ocean-ice mod-
els of finer high latitude resolution, such as those explicitly
representing mesoscale eddies and those possessing a more
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detailed representation of the complex land-sea boundaries,
will exhibit a more stable large-scale overturning circulation
under the presence of fluctuations in the hydrological cycle.

14 Discussion and concluding remarks

Simulations with global ocean-ice models are perhaps the
most difficult of the component models to run in isolation
from the other components of the climate system. In par-
ticular, coupled atmosphere-land simulations, given an SST
dataset, is more straightforward than running ocean-ice sim-
ulations with a prescribed atmospheric state. There are two
main reasons for this distinction. First, fluxes used to force
the ocean-ice system are less well known than the relatively
well observed SST used to derive atmospheric fluxes over
the ocean. Second, assuming that the atmosphere rapidly re-
sponds to a slowly varying SST, as in the Atmospheric Model
Intercomparison Project (Gates, 1993), is a better assump-
tion than the complement, which is assumed when running
ocean-ice models with a prescribed atmospheric state. These
points largely account for the lack of a community supported
Ocean Model Intercomparison Project (OMIP) 15 years after
the initiation of AMIP.

There are two general conclusions one can draw from the
difficulty running global ocean-ice models for climate pur-
poses. First, one may choose to always run ocean-ice models
coupled to a dynamical atmosphere. That is, to jettison the
notion of running ocean-ice models altogether, and thus to in-
sist on only studying simulations from realistic climate mod-
els, where a prescribed atmosphere is unacceptable to the
goals of, for example, climate change science. It is notable
that this trend is being followed by scientists at GFDL, where
ocean-ice simulations are becoming less common than fully
coupled climate simulations, even for purposes of developing
ocean-ice models. Alternatively, one may consider realis-
tic ocean-ice models coupled to atmospheric energy balance
models, such as discussed for the CORE-III experiments of
Gerdes et al. (2005a, 2006). This approach requires far less
overhead in atmospheric modelling expertise, and so is more
available to groups focused just on ocean and sea ic mod-
elling research.

A second conclusion that can be drawn is to acknowledge
the limitations inherent with ocean-ice models, and to thus
use them for selected research studies within a hierarchy of
numerical climate science tools. This second conclusion is
taken by many research groups, thus motivating our proposal
for Coordinate Ocean-ice Reference Experiments (COREs)
in hopes of facilitating collaborative research and model de-
velopment. That is, we aim with CORE to bring the ocean-
ice models onto a common platform for surface forcing, from
which remaining model differences can be the main reason
for diverging simulation behaviour.

Given our proposed CORE simulations, we illustrated re-
sults from seven ocean-ice models run with the CORE-I pro-
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Fig. 19. Time series for the annual mean volume transports from a sequence of ORCA experiments: ORCA-A (black), ORCA-B (red),
ORCA-C (green), ORCA-D (dark blue; serving as the reference experiment), ORCA-E (light blue): (a) maximum MOC transport in the
North Atlantic, (b) ACC transport through Drake passage, (c) maximum transport of the AABW-cell in the southern hemisphere; (d) scatter
plot of yearly values (beginning at year 20) of annual mean MOC transport and overflow density for ORCA-B (red) and ORCA-E (light
blue), and of the MOC/overflow values for the last decade of the 500-year integrations for ORCAS-A (black cross), ORCA-C (green square),

ORCA-D (blue triangle).

tocol, which involves running the models for 500 years with
the Normal Year Forcing from Large and Yeager (2004).
These simulations allowed us to test the hypothesis that
global ocean-ice models run under common forcing condi-
tions will result in qualitatively similar simulations. This hy-
pothesis held reasonably well (with some exceptions) for up-
per ocean tropical metrics, but was far less valid when exam-
ining deeper properties and transports, especially in the high
latitudes. The nontrivial differences arising from the simula-
tions highlight the need to further examine the mechanisms
accounting for the divergence.

A large part of this project was aimed at answering ques-
tions about the feasibility of bringing ocean-ice models onto
a common design framework. These questions have been
answered in the affirmative by the existence seven contribut-
ing groups having followed the CORE-I protocol. Questions
regarding the merit have also been raised. What is gained?
Comparison projects can be fraught with difficulties in bring-
ing the variety of model configurations into a reasonably

controlled and understood setting. These difficulties make it
tough to learn anything new regarding mechanisms for sim-
ulation differences, and this point can be used to criticise
model comparison project. However, these difficulties are
not an argument for the dis-utility of comparisons. Instead,
the utility of such “come as you are” comparisons, with the
present paper falling somewhat in this category, arise from
new questions raised when simulations are compared and
contrasted. Indeed, many questions generaly go unasked in
the absence of comparisons. These questions then motivate
further focused study conducted in a more controlled set-
ting that aim to elucidate mechanisms. In this manner, we
propose that the preliminary experience with CORE-I doc-
umented in this paper provide a solid foundation for deeper
study of MOC stability in ocean-ice simulations. It also sup-
ports studies concerning the suitability of a prescribed atmo-
spheric state for running ocean-ice models for meeting the
goals of ocean-ice modelling, and in particular the utility of
the Large and Yeager (2004) dataset. In this regard, CORE



34

has great merit and should be the for further global ocean-ice
model comparison projects.
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Appendix A: Contributing models

Table 1 summarizes aspects of the models used in this study,
and Table 2 details the model release and the date when the
simulations were run. These models are examples of high-
end global ocean-ice configurations that are actively being
used for climate research, either in the ocean-ice configura-
tions employed in this paper, or as part of more complete
climate or earth system modelling systems. Model details
beyond those provided in this appendix can be found in the
cited references.

Al CCSM-POP

This is the ocean-ice component to the Community Cli-
mate System Model (Collins et al., 2006). It consists of the
Los Alamos Parallel Ocean Program (POP) documented by
Smith and Gent (2004), which uses a z-coordinate for the
vertical grid. The ocean component is coupled to the sea ice
model of Briegleb et al. (2004). The resolution is roughly
one degree (320 zonal grid cells) with refined meridional
spacing in the equatorial region (384 meridional grid cells)
and 45 unevenly spaced cells in the vertical. The north co-
ordinate singularity is displaced over Greenland to avoid the
traditional spherical coordinate singularity at the geographic
North Pole. This displacement also has the added feature
of refining the grid resolution in the Labrador Sea deep water
formation region (Smith et al., 1995). It has been conjectured
that this enhanced resolution in the deep water formation re-
gion is important for maintaining stability of the overturning
circulation in the CCSM-POP CORE-I simulation. No sys-
tematic tests have been run to examine this conjecture.
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The CCSM-POP ocean model component updates the
tracer and baroclinic velocity fields using a leap-frog for the
inviscid portion of the equations with a 3600s time step, and
a 7200s forward time step for the dissipative physical pro-
cesses. The barotropic equations are updated implicitly in
time using a leap-frog for the tendencies with 3600s time
step (Dukowicz and Smith, 1994). No water is transported
across the ocean surface, thus necessitating salt fluxes rather
than water fluxes.

Snow and ice albedos are important for computing the
absorption of shortwave radiation in snow and sea ice sys-
tem, and hence for setting the strength of the snow and ice
albedo feeback. The CCSM-POP sea ice model employs
an albedo following the approach documented in Briegleb
et al. (2002). In particular, the CCSM-POP ice model distin-
guishes between visible (wavelengths < 0.7um) and near-
infrared (wavelengths > 0.7pm), since snow and ice spec-
tral reflectivities are significnatly higher in the visible band
than the near-infrared band. The zenith angle dependence
of snow and ice is ignored, and therefore the distinction be-
tween downwelleing direct and diffuse shortwave radiation is
ignored. Snow and ice topography affect the scattering and
transmission into the surface through shadowing effects and
through variations in the angle of the surface from the hori-
zon. These topography affects are also ignored. For further
details of the CCSM-POP albedo, please refer to Briegleb
et al. (2002).

The salinity of sea ice is 4ppt. This affords a nonzero salt
flux between the ocean and sea ice as ice melts and forms.

A2 CCSM-HYCOM
A3 GFDL-MOM

This is the ocean-ice component of the GFDL climate model
(Delworth et al., 2006; Griffies et al., 2005; Gnanadesikan
et al., 2006) which uses the z-coordinate ocean code MOM4
documented by Griffies et al. (2004) and Griffies (2004), and
the sea ice model as discussed in Delworth et al. (2006). The
model grid uses 360 cells in the zonal direction (one degree),
200 latitudinal cells (1/3 degree at the equator), and 50 verti-
cal cells (22 in the upper 220m). The horizontal grid is tripo-
lar as prescribed by Murray (1996) so that there is no coordi-
nate singularity at the North Pole and grid cells in the Arctic
are roughly of equal area. The model updates the tracer and
baroclinic velocity using a staggered scheme (Griffies, 2004;
Griffies et al., 2005) with a 7200s time step for both the in-
viscid dynamics and dissipative physics, and the barotropic
fields are updated explicitly with a predictor-corrector algo-
rithm (Griffies et al., 2001; Griffies, 2004) using an 80s time
step. The ocean model allows water to be transported across
the ocean surface, thus does not employ surface salt fluxes.
As described in the Appendix to Delworth et al. (2006),
the GFDL Sea Ice Simulator (SIS) employs an albedo fol-
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MODEL VERTICAL (NUMBER) ARAKAWA HORIZONTAL BAROTROPIC BAROCLINIC/TRACER
CCSM-HYCOM hybrid p, p, o C displaced(???) explicit(???) m
CCSM-POP z(40) B displaced(320x384) implicit(3600s) leap-frog (3600s)
GFDL-HIM p2(50) C tripolar(360x210) explicit(60s) pred-corrector (7200s+3600s)
GFDL-MOM z(50) B tripolar(360x200) explicit(80s) staggered (7200s)
KNMI p2(16) C tripolar(180x95) explicit(72s) leap-frog (1440s)

MPI z(40) C displaced(256x220) | semi-implicit(4800s) semi-implicit(4800s)
ORCA z(31) C tripolar(182x149) implicit(5400s) leap-frog (5400s)

Table 1. Summary of the ocean models used in this study. Indicated here are the model names; vertical coordinate and number of discrete
vertical levels/layers; arrangment of variables on the horizontal grid according to the classification of Arakawa and Lamb (1977); orientation
of the horizontal grid relative to the Arctic and the number of horizontal grid cells; use of explicit or implicit barotropic algorithm for
computing the free surface and vertically integrated velocity, as well as the time step in seconds used for the barotropic equations; the time
stepping method used for the inviscid portion of the baroclinic/tracer equations, as well as the time step in seconds. For the MPI ocean model,
the semi-implicit method is implemented as a forward-backward scheme. For KNMI and GFDL-HIM, the vertical is discretized according
to layers of potential density referenced to 2000dbar. All other models use geopotential vertical coordinates. For GFDL-HIM, tracers and
diabatic processes are time stepped with 7200s, whereas adiabatic baroclinic dynamics are time stepped with 3600s.

MODEL model release dates for integration
CCSM-POP POP1.4 and CSIM4 March 2004
CCSM-HYCOM m Jun-Aug 2007
GFDL-MOM MOM4p0d Feb-Apr 2005
GFDL-HIM HIM-Fortran M-release Feb-Mar 2007
KNMI MICOM 2.9 June 2006
MPI mpiom-1.2.3 Oct-Dec 2006
ORCA bads bads

Table 2. Details of the model release and the dates over which the simulations were run. This information specifies the code base used in the
CORE-I simulations submitted by the various groups. Note the relatively wide range in calendar dates over which the simulations were run.
This range reflects the effort needed by the various groups to develop the code base for running ocean-ice simulations, and the computational

cost of running 500 year coupled ocean-ice simulations.

lowing the CCSM approach documented in Briegleb et al.
(2002) and described above, yet with some modifications.
In particular, the GFDL model does not distinguish between
visible and near infrared surface shortwave radiation, and the
spectral albedos of Briegleb et al. (2002) are combined in a
fixed ratio: 54% visible and 47% near infrared. The dry and
wet albedos for snow are 0.80(dry)/0.68(wet) and for ice are
0.58(dry)/0.51(wet). Additionally, the Briegleb et al. (2002)
scheme has been modified so that wet albedos are used within
10° K of the melting temperature, rather than 1°K of melt-
ing.

The salinity of sea ice is Sppt. This affords a nonzero salt
flux between the ocean and sea ice as ice melts and forms.

A4 GFDL-HIM

For GFDL-HIM, we replace the MOM code with the Hall-
berg Isopycnal Model (HIM). Details and references for HIM
are provided by Hallberg and Gnanadesikan (2006). This
model shares certain features with the more widely used Mi-
ami Isopycnal Model (MICOM) described by (Bleck et al.,
1992), in that it is a C-grid isopycnal layer model using a
split-explicit momentum equation solver. However, many of

the numerical and physical algorithms differ, with detailed
references provided in Hallberg and Gnanadesikan (2006).
In particular, the mixed layer can be considered a “refined”
bulk mixed layer which allows for velocity shears within the
mixed layer (Hallberg, 2003). This shear introduces Ekman-
driven mixed layer destabilization and shear-driven restrati-
fication. These processes are permitted in geopotential coor-
dinate models, so long as the mixed layer has a suitable ver-
tical resolution; they are absent, however, in the mixed layer
scheme used in the MICOM code used by KNMI (Section
AS).

The GFDL-HIM model is configured with 360 cells in the
zonal direction (one degree resolution), 210 latitudinal cells
(1/3 degree at the equator), and 50 vertical potential density
layers, with potential density referenced to 2000dbar. As for
the GFDL-MOM simulation, the horizontal grid is tripolar as
prescribed by Murray (1996). The model updates the tracer
and diabatic processes using a predictor corrector scheme
with a 7200s time step, and 3600s for the inviscid dynamics;
the barotropic fields are updated explicitly with a predictor-
corrector algorithm using an 60s time step. The ocean model
allows water to be transported across the ocean surface, and
so does not employ surface salt fluxes.
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A5 KNMI

The version of the ocean-ice model used at KNMI (Royal
Netherlands Meteorological Institute) is part of the SpeedO
coupled modelling framework described by Hazeleger et al.
(2003). The ocean component is a global implementation of
the Miami Isopycnal Model (MICOM) described by (Bleck
etal., 1992). The model uses an isopycnal vertical coordinate
below the mixed layer. A bulk mixed layer scheme is used
for the upper ocean with varying coefficients according to
Gaspar et al. (1990). The model is coupled to an ice model
that has been used by Bentsen et al. (2004). Furthermore, the
convection algorithm and decabbeling algorithm of Bentsen
et al. (2004) have been implemented. Thermobaric effects
are included in the ocean model. No water is transported
across the ocean surface, thus necessitating salt fluxes rather
than real water fluxes.

The ocean-ice model has a curvilinear C-grid with 3 poles,
one in Antarctica, one in Canada and one in Siberia (tripolar
grid as described in Sun and Bleck (2006)). The zonal reso-
lution is two degrees (180 grid cells), with meridional reso-
lution two degrees outside the tropics and refined to one-half
degree in the tropics (95 grid cells). The vertical resolution
has 16 isopycnal layers, with potential density referenced to
2000dbar. The baroclinic and tracer time steps are 1440s,
and the barotropic time step is 72s.

A6 MPI

The Max-Planck-Institute ocean model (MPIOM) is the
ocean-sea ice component of the Max-Planck-Institute cli-
mate model (Roeckner et al., 2006; Jungclaus et al.,
2000). MPIOM is a primitive equation model (C-
Grid, z-coordinates, free surface) with the hydrostatic and
Boussinesq assumptions. It includes an embedded dy-
namic/thermodynamic sea ice model with a viscous-plastic
rheology following Hibler (1979) and a bottom boundary
layer scheme for the flow across steep topography. A model
description can be found at Marsland et al. (2003).

The model configuration applied here has 40 vertical level,
with 20 in the upper 600m. The horizontal resolution gradu-
ally varies between a minimum of 12km close to Greenland
and 150km in the tropical Pacific. The model time stepping
for tracers and velocity is formulated semi-implicitly with a
time step of 4800s. Sea ice has a salinity of Spsu. MPI’s sea
ice is initialized with thickness and concentration depended
on the initial sea surface temperture. The MPI CORE exper-
iments use the sea ice albedo parameterisation suggested by
Large and Yeager (2004).

A7 ORCA

This is a configuration of Version 9 of the OPA z-coordinate
ocean model of Madec et al. (1999) coupled to the ice model
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of Fichefet and Maqueda (1999). The ocean model compo-
nent has 31 vertical levels and the horizontal resolution is
slightly coarser than 2° (182 x 149 x 31 grid cells), refined in
the tropics to 0.5°. The horizontal grid is tripolar according
to the methods of Madec and Imbard (1996). The model up-
dates the tracer and baroclinic velocity using a leap-frog time
step of 5400s for the time tendency. The barotropic equations
are updated implicitly in time with a leap-frog according to
the algorithm of Roullet and Madec (2000) (using same time
steps as the baroclinic). The ocean model allows water to be
transported across the ocean surface, thus removing the need
to employ salt fluxes. The ocean and sea ice models are part
of the French climate modelling efforts in support of anthro-
pogenic climate change studies at the Institut Pierre-Simon
Laplace in Paris.

Appendix B: CORE-I experimental design

We summarize here the experimental design. There are no-
table details which differ between the models. Even in a cor-
dial research collaboration such as this, we found it difficult
to remove all differences, either because of incompatibilities
between model algorithms, or scientific disagreements. It is
conjectured that differences identified below are less impor-
tant than the decision to use the same forcing, including the
same bulk formulae, both based on Large and Yeager (2004).
This conjecture, however, remains unproven without further
sensitivity experiments which are beyond the scope of this

paper.

B1 Initial conditions

We document here the methods used by the various mod-
elling centres for initializing their experiments. Ocean initial
conditions are thought to be of minor consequence on the
centennial to multi-centennial time scale of CORE-I. Shorter
integrations, however, are influenced by the initial condi-
tions, especially in deep water formation regions and regions
of sea ice cover. For sea ice, in the absence of restoring of
surface salinity, the initial sea ice permanently changes the
total salt content in the ocean. In particular, if starting with
zero sea ice, sea ice formation will increase ocean salinity
due to the conversion of fresh water from liquid to ice. As
long as the sea ice does not fully melt again, this salinity bias
will persist. The presence of a salinity restoring will dampen
this bias.

Ocean models are initialized with zero velocity. The ini-
tial temperature and salinity fields are taken from the January
temperature and salinity profiles of Conkright et al. (2002)
for all basins except the Arctic, and Steele et al. (2001) for
the Arctic. The exception is that KNMI used initial condi-
tions based on Levitus et al. (1994). Temperature and salinity
fields are interpolated to the respective ocean model grid.

Ice models are initialized in the following manners.



Griffies et al.: COREs

— CCSM-POP: Zero initial ice concentration and zero ice
volume.

— GFDL-HIM: Sea ice is taken from an earlier spinup.
— GFDL-MOM: Sea ice is taken from an earlier spinup.

— KNMI: Zero initial ice concentration and zero ice vol-
ume.

— ORCA: Initial sea ice has a uniform thickness of 1m in
the Southern Hemisphere for grid boxes below freezing
with a lead fraction of 10%, and Om in the Northern
Hemisphere.

— MPI: Sea ice is initialized for SST values between
—0.5°C and the freezing point of sea water, with lin-
early increasing O to 4m thickness and a 100% concen-
tration.

B2 Fluxes from Large and Yeager (2004)

The normal year forcing for heat, moisture, and momentum
are provided by the Large and Yeager (2004) compilation of
solar radiation, atmospheric state, and river runoff. The at-
mospheric state as well as the model’s prognostic SST and
surface currents determine the turbulent momentum (wind
stress), turbulent heat (sensible and latent), and turbulent
moisture (evaporation) fluxes. These fluxes are computed at
each ocean-ice coupling time step using the CCSM bulk for-
mulae described in Large and Yeager (2004). Further details
on the forcing are provided in Appendix C.

B3 Salinity/water forcing

We provide here some details of the water or salinity forcing
used in the models. For models using the salt flux boundary
condition (CCSM-POP and KNMI), fresh water from pre-
cipitation, evaporation, and river runoff is converted to an
implied salt flux via

F ((iiraxgl)ied) = qw So, (€))
where S, is a global reference salinity taken at
S, = 3bpsu. (10)

Likewise, salinity restoring is applied to the ocean according
to the restoring salt flux

Fla Fiston (S99 — 559 (11)

(restore)

with a nonnegative piston velocity Vpison. Hence, when the
prognostic surface salinity SSS is larger than monthly sur-
face salinities S92, a negative restoring salt flux F((:;l:gre) is
added to the top ocean model grid cell.
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The salinities (%) are available at

http://nomads.gfdl.noaa.gov/nomads/forms/mom4/CORE.html.

They are derived from the Conkright et al. (2002) and Steele
et al. (2001) monthly mean data. We averaged the top two
vertical levels to remove overly fresh biases from river input.
Because of processing errors in the Foxe Basin, levels 1-4
were reset to level 5, and Hudson Bay April level 1 was re-
set to level 2. Near the Antarctic, we use Doney and Hecht
(2002) recipe, which prescribes the following.

— Where the bathymetric depth is less than or equal
to 300m, the column-max salinity replaces the near-
surface salinity.

— Where the depth is greater than this depth but less than
or equal to 1000m, the column-max salinity is blended
with the near-surface salinity.

— Where the bathymetric depth is greater still, the near-
surface salinity is used, without any enhancement.

The column-max salinity is derived from a search through all
12 months, and not just from a search of the one particular
month in question.

No restoring is applied under sea ice in the KNMI sim-
ulation, but note that grid cells may have partial ice cover
such that some restoring does take place over those cells.
The CCSM-POP simulation used a salinity piston velocity
of 50m/4years in all regions of the ocean (including un-
der sea ice), with the exception of enclosed marginal seas.
The KNMI simulation used a regionally dependent piston
velocity: zero piston velocity in the region 35°N-65°N,
275°E and 0°E (North Atlantic); 50m/50days north of 75°N;
50m/30days south of 50°S; and 50m/1500days for the re-
mainder. Gradients between the different zones were linearly
interpolated in a 10 degree strip. The CCSM-POP simulation
applies a global normalization so that over the course of a
year,

net salt input = Z (F(Sah) ) T Fi Yydzdy  (12)

(implied (restore)
is damped towards zero, based on the value of this global
sum from the previous model year. KNMI did not apply a
normalization, and such may account for the fresh drift seen
in the salinity bias time series (Figure 3).

The GFDL-HIM, GFDL-MOM, MPI, and ORCA models
transport water across the ocean surface, and thus add fresh
water directly to the volume conservation equation (i.e., the
free surface height evolution). Correspondingly, the restoring
salt flux in equation (11) is converted to a fresh water flux
q{SStOl’e Vla.

g = — i /SSS. (13)

restore)

restore

Hence, water is added (g5 > 0) where the model’s prog-
nostic SSS is greater than .S (data) " and subtracted (giestore < )
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where SSS < S For the ORCA simulations, no extra
water normalization is applied, and this may account for the
fresh drift seen in the salinity bias time series (Figure 3). In
the GFDL and MPI simulations, a global normalization is
applied at each time step so that over the ocean surface,

net water input to ocean = Z (P—E+ R+q¢y) (14)

is set to zero.> Note that this normalization has the unphysi-
cal effect of adding a water flux nonlocally, even to a region
that may have zero salinity bias. Nonetheless, it is necessary
to avoid longterm drifts in the salinity and sea level.

Choices made for the various models are summarized in
Table 3.

Appendix C: Forcing the ocean-ice models

The purpose of this appendix is to highlight details of the
forcing which have proven important in setting up the CORE
simulations.

C1l Air-sea fluxes

This section follows closely Section 2 from Large and Yeager
(20006).

The ocean and sea ice system is forced by fluxes of fresh-
water, Fj, heat, (Js, and momentum, 7. Partitioning these
fluxes between the ocean, with area fraction f,, and sea ice,
with fraction 1 — f,, leads to

T:foTas+(1_fo)Tio (15)
FS:foFas+(1_f0)Fio+R (16)
Qs = fo Qas + (1 - fO) Qioa (17

where the subscript as refers to air-sea fluxes, 7o refers to ice-
ocean, and R is the river runoff. As with Large and Yeager
(2004) and Large and Yeager (2006), we focus here on air-
sea fluxes, in which

Qus = Qs +Qr+Qr+Qu (18)
Fas:P+Ea (19)

where all fluxes are positive when momentum, water, or heat
enter the ocean. Solar radiation is comprised of the short-
wave term, () g, with wavelengths between 0.3y and 3, and
longwave ()1 with wavelengths up to 50u. Bulk formulae
parameterize the turbulent fluxes (wind stress T, evaporta-
tion F, latent heat Q g, and sensible heat () 5) in terms of the

5The GFDL-MOM simulations incorrectly included the sea ice
melt as part of the normalization. It should not be included, since
it is only the net water in the ocean plus ice systems that should be
normalized to have a net zero sum.
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near surface atmospheric state (wind U, potential tempera-
ture 6, specific humidity ¢, and density p) and surface ocean
state (SST and surface ocean current U,)

T =pCp|AUJAU (20)
E=pCglg—q:(SST)] |AU| 21
Qe=MANF (22)
Qu =pc, C (0 — SST) |AUJ. (23)

In these equations, AU = U — U, is the difference be-
tween the atmospheric winds and ocean current (following
Pacanowski (1987)).° The heat specific capacity of air has a
value ¢, &~ 1000.5J/kg, and A, = 2.5 x 10%J/kg is the latent
heat of vaporization for water. The surface air is assumed to
be saturated using a specific humidity g5 (SST') that s a func-
tion of the SST. Large and Yeager (2004) detail the method-
ology for computing the neutral 10m transfer coefficients for
drag, C'p, sensible heat transfer, C'g7, and evaporation, Cg,
as well as the saturated specific humidity ¢,(SST).

The shortwave radiative flux is computed from the solar in-
solation () incident on the ocean surface, minus that which
is reflected from the ocean surface

Qs =Qr(1—a) (24)

with the albedo ao =~ 0.07 appropriate for the ocean (Payne,
1972). The longwave radiation into the ocean

Qr=Qa—0cSST* (25)

results from a downwelling longwave flux ) 4 from the at-
mosphere, minus the blackbody radiation from the ocean
back to the atmosphere oSST?, with ¢ = 5.67 x
10~8 W m~2°K~* the Stefan-Boltzmann constant.

In the following sections of this Appendix, we comment
more on these fluxes, as well as the datasets used for their
computation.

C2 The Large and Yeager (2004) dataset

Table 4 summarizes the Large and Yeager (2004) dataset
used to compute the normal year forcing for heat, moisture,
and momentum. This data includes monthly mean precip-
itation, daily short and long solar radiation, six hourly at-
mospheric meteorological state at 10m (temperature, humid-
ity, and vector wind), and annual mean river runoff. The
atmospheric state as well as the model’s prognostic SST and
surface currents determine the turbulent momentum (wind
stress), turbulent heat (sensible and latent), and turbulent
moisture (evaporation) fluxes. These fluxes are computed
at each ocean-ice coupling time step using the CCSM bulk
formulae described in Large and Yeager (2004).

®Pacanowski (1987) noted that it is important to take into ac-
count surface ocean currents in the computation of wind stress, es-
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EXPERIMENT SALT/WATER FLUX | Vjiston (m dfl) restore region | normalized hydrology | LENGTH (Y)
CCSM-POP salt 50/(4*365) global yes 500
GFDL-MOM-A water 50/(4*365) global yes 500
GFDL-MOM-B (control) water 50/(300) global yes 500
GFDL-HIM water 50/(300) global yes 500
KNMI salt regional regional no 500
ORCA water 50/(300) global no 500
MPI-A (control) water 50/(4*365) global yes 500
MPI-B water 50/(300) global yes 500

Table 3. Summary of choices made for the surface water/salt forcing in the various experiments. Note that more than one experiment
is mentioned for GFDL-MOM, MPI, and ORCA, corresponding to the perturbation experiments described in Section 13. The control
experiments for both models are noted, as these are the settings used for all other sections. Column 2 indicates whether the experiment used
salt fluxes or water fluxes for hydrological forcing; column 3 gives the piston velocity in metres per day which determines the strength of
the restoring used for surface salinity/water forcing; column 4 notes the region over which the salinity/water restoring fluxes are set. The
symbol * for the ORCA simulation refers to coefficients that regionally vary according to the discussion in Section 13.2. The “regional”
entries for the KNMI simulations refer to the regionally varying piston velocity: zero piston velocity in the region 35°N-65°N, 275°E and
0°E (North Atlantic); 50m/50days north of 75°N; 50m/30days south of 50°S; and 50m/1500days for the remainder. Gradients between the
different zones were linearly interpolated in a 10 degree strip. Column 5 refers to whether the experiment normalized the precipitation minus
evaporation plus runoff in some manner to reduce drift; and column 6 gives the length of the simulation.

FIELD AVAILABLE TIMES USED TO COMPUTE
runoff annual mean river runoff into ocean
precipitation 12 months precipitation
downwelling shortwave 365 days ocean shortwave heating
downwelling longwave 365 days ocean longwave heating

10m air temp

six hourly for 365 days

sensible heating (using air temp, SST, and bulk formulae)

10m humidity

six hourly for 365 days

evaporation and latent heating (assuming saturation over ocean water)

10m vector winds

six hourly for 365 days

wind stress (given vector winds, surface currents, and bulk formulae)

sea level pressure

six hourly for 365 days

atmospheric loading on ocean and surface atmospheric density

Table 4. Summary of the forcing used in the CORE-I simulations as provided by Large and Yeager (2004) fields and CCSM bulk formulae.
Column 1 is the field provided by their dataset, column 2 is the temporal amount of data provided, column 3 is the quantity computed for use

in the ocean-ice model forcing.

C3 River runoff

The river runoff from Large and Yeager (2004) has a single
time step as it represents annual mean runoff. This data has
been spread out from the river mouths in a manner used in
CCSM climate simulations. This approach is thought to ac-
count for some unresolved mixing that occurs at river mouths
in Nature. A remapping scheme is provided at the GFDL web
site quoted in Section 4.1. This scheme maps the river data
onto a model grid of differing resolution, so long as the new
grid is logically rectangular (as all grids used in this study).

Modelers are encouraged to test different runoff specifica-
tions, such as with a seasonal cycle as in (Roske, 2005). If
doing so, we recommend that a correction be made to keep
the total annual flux of runoff similar to the value in the Large
and Yeager (2004) dataset in order to facilitate comparisons.

pecially where ocean currents reach large values, such as in the
equatorial Pacific. As shown in Table 5, the models in this study
all use this form for computing the wind stress.

C4 Normalization of moisture fluxes

To keep the globally integrated moisture flux (precipitation
minus evaporation plus river runoff plus restoring) equal to
zero, thus reducing long term drifts, some models apply a
normalization, whereas others do not. We summarize the
choices made for the simulations in Table 3.

C5 Use of sea level pressure

The sea level pressure is used to compute the air density (see
equation (24) of Large and Yeager, 2004). It also presents a
load on the ocean-ice models (the inverse barometer effect),
which drives barotropic motion. However, as indicated in Ta-
ble 5, all ocean-ice models in this study discard this pressure
loading, thus considering the atmosphere to be massless for
purposes of ocean-ice dynamics.
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C6 Referencing the meteorological data

All models in this paper use the same bulk formulae and at-
mospheric state in a two step process detailed in Large and
Yeager (2004) and Large (2005). First, the meteorological
data are referenced to a common reference height. The bulk
transfer coefficients are formulated at 10m height and neutral
stability, so the second step is to shift them to the atmospheric
stability and the reference height. A reference height of 10m
was chosen for CORE-I, so that there would be no need for
any height shift of either the wind data, or the transfer coeffi-
cients. The shift of air temperature and humidity from 2m to
10m is done off-line using observed SST, so that the CORE
forcing is given as the 10m wind, potential temperature and
humidity in Table 4. This step is often overlooked when forc-
ing ocean and ocean-ice models, where sometimes data from
different heights (e.g. 10m winds and 2m temperature and
humidity from reanalyses) are used with the 10m bulk for-
mulae. For accuracy in the turbulent flux calculations, it is
essential that data and coefficients be referenced to the same
height. The height shifting and flux algorithms are closely
related and should be performed in a consistent manner.

With 10m meteorological data used in the flux calculations
of equations (20)—(23), the transfer coefficents C'p, C'y and
CE need to be 10m coefficients at 10m atmospheric stability,
represented by §/L, where 6 = 10m and L is the Monin-
Obukhov depth. The Monin-Obukhov depth is defined by
the turbulent fluxes

Qu QF

-1 _ ~3/2
L= = rgpl] <C,,9(1+.608q) T A (gt 6080
(26)
where k£ = 0.4 is the von Karman constant and ¢ is the grav-
itational acceleration. The transfer coefficients are computed
from the respective § = 10m neutral coefficients C'§;, CHs,
and C'¥, according to

N
Cp = Cbs . @7)
(1= w1/l vmlo/D))
ON
Cu =1/Cp/CN o (28)
P\ JoE ga/L)
N
Co = \/Cp/CN Cits 29)

1—x"1

Ogg 1/’)1 (5/L)

Here, v,,, and 1)y, are empirical functions of stability defined
by

Yp(6/L >0)=—-506/L stable (30)
Um(5/L >0)=—55/L  stable 31)
¥p(0) =0 neutral stability (32)
Ym(0) = neutral stability (33)
Yr(6/L <0) > (/L <0) >0 unstable. (34)
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Unfortunately, only the CCSM-HYCOM and CCSM-POP
fluxes were computed with the correct stablity shift. An error
in the Fortran code used by the other models gave incorrect
heat and moisture coefficients C'}; and C'};, where the erro-
neous coefficients are given by

L— k7" /C; ¥ (5/L)
ng 7/)h(5/L)
L= k71 /C; ¥ (5/L)

ng 7/)h (5/L)

Cy/Cu = (35)

1-—k1

C3/Cp = (36)

1-—k1

Most of the ocean is cooled by negative () iy and Q) g, which
makes the Monin-Obukhov depth L negative, the atmosphere
unstable, and thus both v, and v,,, positive. The code error
is largest in regions where high SST and/or low wind speeds
make a signifcantly unstable atmosphere, with vy, typically
twice 9.,,, such that the error ratios (35) and (36) become
greater than unity. The largest heat flux error is found in
these highly unstable regions and areas of large latent heat
flux loss. For example, using observed SST, the net heat flux
into the ocean is reduced by 8 — 10W m~2 over much of the
tropical Indian and western Pacific oceans, over the western
boundary currents with the exception of the Brazil current,
and off western Australia (Laurent Brodeau, personal com-
munication, 2007). Elsewhere, the effect is smaller. Pole-
ward of about 40 degress latitude the heat flux reduction is
typically less than 3W m~2. The expected SST signal is for
CCSM to be warmer by at most 0.3°C'.

C7 High frequency meteorological data

It is desirable to use high frequency (6 hourly) meteorolog-
ical data as provided by Large and Yeager (2004). A one
month run of an AMIP model was used at GFDL to explore
the flux errors associated with averaged meteorological in-
puts. With daily winds, temperatures, and humidities, latent
heat fluxes are under estimated broadly over the winter storm
track band by some tens of W m~—2. There was also a smaller
underestimate located in the summer storm track band. Ex-
periments that refined the temporal resolution of the flux in-
puts individually showed that high frequency winds are most
important for reducing the error, but temperature and humid-
ity frequency also contribute. When all inputs are given at 6
hourly frequency, the global RMS error is about 1 W m~2
versus near 8 W m~2 for daily inputs.

C8 Treatment of saltwater vapor pressure
Models here use the same treatment of saltwater vapor pres-

sure. The vapor pressure over seawater is about 2% less than
that over fresh water (see equation (5) in Large and Yeager,
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2004). This difference is not negligible compared to the 20%
subsaturation of marine air that drives evaporation. Conse-
quently, the effect should be included in all models partici-
pating in a comparison.

C9 Shortwave penetration

The evolution of SST depends critically on the aborption of
solar shortwave radiation and demands that this flux be sepa-
rated from the other heat fluxes (Rosati and Miyakoda, 1988).
How this radiation is attentuated into the ocean differs in
the models. As described in Appendix B to Danabasoglu
et al. (2006), shortwave absorption in CCSM is based on
monthly and spatially varying SEAWIFS chlorophyll clima-
tology following Ohlmann (2003). Similarly, GFDL-MOM
and GFDL-HIM prescribe the chlorophyll climatology of
Sweeney et al. (2005) and attenuates vertically according to
Morel and Antoine (1994). KNMI places all of its shortwave
raditation into the bulk mixed layer. MPI and ORCA use an
e-folding dependency for the shortwave penetration as doc-
umented in Paulson and Simpson (1977), with clear water
(type I in Jerlov (1968) classification). We summarize these
choices in Table 5.

Appendix D: Metrics used to evaluate the simulations

To facilitate contributions from research groups employing
the CORE-I experimental design, we summarize here the
metrics used in this paper.

— Figures 2 and 3: Globally averaged drift of the annual
mean temperature and salinity as a function of depth
and time over the 500 years simulations. The initial
condition for the simulation is taken from Conkright
et al. (2002) for the World Ocean outside the Arctic,
and Steele et al. (2001) for the Arctic.

— Figure 4: Anomalous SST for years 491-500 from the
simulations relative to the analysis of Conkright et al.
(2002) outside the Arctic, and Steele et al. (2001) in the
Arctic.

— Figure 5: Monthly values of the heat content (verti-
cally integrated temperature) over the upper 250m ver-
sus sea surface temperature taken at Ocean Weathership
ECHO (48°W, 35°N). Results from simulated year 50
are compared.

— Figure 6: 500 year time series for the annual mean
sea ice area in the Northern Hemisphere and Southern
Hemisphere.

— Figures 7 and 8: Maps of the sea ice concentration (area
sea ice per grid cell area) in March and September aver-
aged over years 491-500.
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— Figure 9: Time mean of year 491-500 temperature on
the equator in the Pacific.

— Figure 10: Time mean of year 491-500 zonal current on
the equator in the Pacific.

— Figures 11 and 12: Anomalous zonal mean decadal
mean (years 491-500) potential temperature and salinity
for the simulations relative to the analysis of Conkright
et al. (2002) for all but the Arctic, and Steele et al.
(2001) for the Arctic.

— Figure 13: Northward heat tranport directly computed
in the models for the global ocean averaged over years
491-500.

— Figure 14: 500 year time series for the annual mean ver-
tically integrated transport of seawater volume through
the Drake Passage

— Figure 15: 500 year time series of the annual mean
Atlantic meridional overturning streamfunction index.
The index is computed as the maximum Atlantic MOC
streamfunction at 45° N in the region beneath the wind
driven Ekman layer.

— Figure 16: The Atlantic basin meridional overturning
streamfunction, time averaged over years 491-500. The
vertical coordinate can be chosen according to the ver-
tical coordinate of the model.
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MPI paCp AU|ATU| dynamically inactive uniform Jerlov water type I

Table 5. Some more details of the choices used for forcing the various experiments. Column 2 indicates the form taken to compute
momentum stress on the ocean surface, where A u refers to the difference between ocean currents and atmospheric winds; column 3 notes
whether seal level pressure, provided by the Large and Yeager (2004) dataset, dynamically forces the ocean barotropic mode or not; column
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