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Reviewer A
1. Introduction and conclusion sections have been proofread by authors.
2. The term “vertical levels” or “vertical layers” have been replaced with “levels in the vertical” in three places.
3. The sentence “observed in the FSUCLM” is changed to “simulated in the FSUCLM” in section 4.1 paragraph 6.

4. The caption of Fig. 6 has been corrected (RAS( SAS).

Reviewer B
1. Two references (Dai and Trenberth 2004 and Tomita et al. 2005) have been included in the introduction section as the reviewer recommended.
2. There is no comparison between the performance of CLM2 dynamic vegetation and the peanut model.  The CLM2 is somewhat similar in its handling of canopy dynamics.  On a basic level, they are for completely different plant species or types.  The selection of parameters for the three weather data sources in Table 2 should be influenced by the parameters of the CLM2 only to the extent that they are inadequate/adequate when predicting the four climate variables of interest; Max T, Min T, Precipitation, and solar radiation.  The crop model was not coupled to the climate model in this study and the parameterization of the crop model does not influence the performance of the FSU climate model.  In the results presented in Table 2, the only variables that differ when simulating LAI and leaf number of peanut are the four previously mentioned climate variables.   The physical description of CROPGRO peanut is best handled with a citation.  We don’t believe it is appropriate to detail in the paper.  We provided one (Jones et al 2003) which is quite detailed.
3. As mentioned above, the crop model was not coupled to the climate model in this study.  Therefore, there are no feedbacks from the crop model.  It only concerns a peanut product and nothing else. The more pressing issue is that as much as we can tell this question has little bearing on our results.  This question is of some interest but a) reflects an entirely different research question than the one our paper seeks to answer and b) if we make the comparison the results will be completely uninterpretable.  A first approximation would be that these variables will be well correlated but they should not be closely related except by chance.  Each is a function of the type of canopy present and the CLM2 model should not resemble a peanut crop in any meaningful fashion.
4. The differences of daily values among models and observations at a station are already shown in Fig. 11.
5. As the reviewer recommended, two references (Dai et al. 2003, Oleson et al. 2004) are now included for the detailed description of CLM2.
Reviewer C
0. The second half of the full paragraph on page 12 is now removed.

Introduction
1. The sentence has been rewritten with one more reference. “The potential benefits of climate forecasting to agriculture were suggested by some studies (e.g., Jones et al. 2000; Meinke and Stone 2005).
2. Yes, precipitation is definitely a part of surface climate.  From an agricultural perspective surface climate is paramount.  Climate beyond 100s of meters above the surface is not especially relevant unless it is expressed at the surface.  Precipitation has a specific meaning in agricultural disciplines; it refers to rainfall/ice/snow at the earth’s surface.    The surface climate information (max T, min T, precipitation, and solar radiation at the surface) is important for many disciplines including the crop model application, hydrology, and even human activities. Some changes are accordingly made in the paragraph.
3. As the reviewer A mentioned, the peanut crop model is mainly used as a diagnostic of the improved climate simulation.  “The peanut forecast” doesn’t exist as a topic of academic research.  The relevant physiological research on peanut is well documented and beyond the scope of this manuscript.  We choose the CROPGRO peanut model because the regional model is being run over the southeast during the summer months.  Peanut is an extremely well-suited crop model for simulation under those conditions.  Other relevant models are not as well tested or parameterized for this region at this time of year.
Model Description
1. The two convective schemes are now introduced in this section and we explained why they are chosen.
Experimental Setup
1. “boreal” has been reworded with “Northern Hemisphere”.
2. This section is now divided into subsections.
3. The three agricultural sites were selected due to being representative of multiple grid squares from the regional model.  They are locations where Peanut is commonly grown.  The actual sites were selected based on convenience for the availability of data since agricultural research stations are present at each of these sites and data on these locations that is required for crop simulation is more readily available.  There were no available soil profiles for DSSAT in AL at the time of this experiment.  The sites are replicates, for the purposes of modeling the difference between the sites was the soil profile and the realization of the daily weather.  The differences between the sites are in all likelihood due ultimately to problems in the forecasted climate variables.  The soil profile would tend to magnify or diminish the relative importance of errors in precipitation between sites due to differences in soil capacity and rates of soil moisture evaporation at the surface and through drainage, however comparisons were only made at a site (within the same soil profile) between weather data sources.  The results can not be generalized to suggest that performance was therefore better in some grid square versus others based on the crop simulations, you can only compare observed vs RAS vs SAS.
Results 4.1
1. The way in which Figs 2 to 5 were computed is now clarified in text.
2. No, sites were selected with no foreknowledge whatsoever of the regional model performance.  Please also see our response of Experiment Design #3. Obviously some speculation can be made.  The crop simulations performed better where the regional model predicted observed weather closer.
3. Yes.  That is why we draw both figures (Fig. 4 and 5) in order to evaluate the model performance in time and space simultaneously.

4. We agree with reviewer’s suggestion.  However, the new model performance is usually evaluated in the spatial (so-called general) pattern first and then other details. In this paper, these spatial patterns are important for many potential users of our dataset in the SECC.  They want to know the model performance at their own location.  Therefore, we would like to keep our format as it is.  

5. Two sub-subsections are introduced in this section 4.1.
6. It is possible that a station level result might be different from the general model performance. Therefore, we think the comparison between FSUc and FSUCLM at a station level is still worthwhile.  In addition, the solar radiation comparison is only available in a station level.
7. If we divide Fig. 8 into 2 figures, it becomes more difficult to compare between the SAS and RAS.  If it is printed in a high-quality, the lines are, we believe, clear and easy to read.  No change has been made.

8. When the accumulated rain is used, monthly and interannual variability becomes obscure in this figure.  Not much benefit was obtained by using the accumulated rain.

9. We agree that the interannual variability is usually due to ENSO.  The sentence starting with “It should be... ENSO signal” has been removed.  We mean that the ENSO signal is almost indistinguishable over this region.
Results 4.2
1. “higher-order moments” has been changed to “higher temporal values”.
2. Yes, each point is an average of 3 sites.  The standard errors are not station differences since the error bars will always be symmetric about the mean.    The simplest reason is the one that reflects why they were chosen as replicates, namely that they are independent locations and the daily temperature and growing degree days are only modestly correlated between them.  Greater standard error indicates that there were larger differences in the amount of thermal time that was accumulated at each station in a given year.  Smaller standard error is showing that the differences in thermal time accumulation during the simulation period were less.  It does not (should not) greatly reflect on differences in precipitation since we are considering development rather than growth (those two terms are not interchangeable).  Development is predominately a function of temperature as mentioned in the paper.
3. No comment
4. Same as Fig. 8. (see our response result 4.1 #7 and #8)
5. The following sentence has been included in order to explain the importance of LAI and LN.  “Here, Leaf Area Index (LAI) is a state variable of crop simulation models that influences the magnitude of total plant transpiration and the magnitude of photosynthesis.  It is a very good indicator of growth throughout the vegetative period being closely related to biomass until pod set when alternate sinks for photosynthates are available.  Number of leaf nodes (LN) is an alternate measure of the same effects as LAI being a growth process that is sensitive to water deficit.”
Conclusion
1. These paragraphs have been proofread by authors
2. The sentence “...resulting in improved estimation of peanut development and yield” has been removed.
3. These results are unique and new, we are unaware of any other examples of predicting peanut yields using numerical model outputs.  What could you possibly compare with?  The current best predictions are the distribution of yields simulated using historical data by ENSO phase.  That is to say, the order of improving prediction for peanut yields is a) the historical average at a site b) followed by a major improvement when we consider the historical average during only years of a specific ENSO phase.  When there is no ENSO phase signal in the region of interest, the best predictor is the historical average.  Please see our response introduction #3 as well.


