
 

 

Simulated and Observed Transport Estimates Across the Overturning in the 
Subpolar North Atlantic Program (OSNAP) Section 

Gokhan Danabasoglu1, Frederic S. Castruccio1, Burcu Boza2, Alice M. Barthel3, Arne 
Biastoch4,5, Adam Blaker6, Alexandra Bozec7, Diego Bruciaferri8, Frank O. Bryan1, Eric P. 
Chassignet7, Yao Fu9,10, Ian Grooms11, Catherine Guiavarc’h8, Hakase Hayashida12, Andrew 5 
McC. Hogg13, Ryan M. Holmes14, Doroteaciro Iovino15, Andrew E. Kiss13, M. Susan Lozier9, 
Gustavo Marques1, Alex Megann6, Franziska U. Schwarzkopf4, Dave Storkey8, Luke van 
Roekel3, Jon Wolfe3, Xiaobiao Xu7, Rong Zhang16,17 

1 US National Science Foundation (NSF) National Center for Atmospheric Research (NCAR), 
Boulder, CO, USA 10 

2 Eurasia Institute of Earth Sciences, Istanbul Technical University, Istanbul, Turkiye 
3 US Department of Energy (DOE), Los Alamos National Laboratory (LANL), Los Alamos, NM, 

USA 
4 GEOMAR Helmholtz Centre for Ocean Research Kiel, Kiel, Germany 
5 Kiel University, Kiel, Germany 15 
6 National Oceanography Centre, Southampton, UK 
7 Center for Ocean-Atmospheric Prediction Studies (COAPS), Florida State University, 

Tallahassee, FL, USA 
8 UK Met Office, Exeter, UK 
9 School of Earth and Atmospheric Sciences, Georgia Institute of Technology, Atlanta, GA, USA 20 
10 College of Marine Science, University of South Florida, St. Petersburg, FL, USA 
11 Applied Mathematics Department, University of Colorado Boulder, Boulder, CO, USA 
12 Application Laboratory, Japan Agency for Marine-Earth Science and Technology, Yokohama, 

Japan 
13 Research School of Earth Sciences and ARC Centre of Excellence for Climate Extremes, 25 

Australian National University, Canberra, Australia 
14 Australian Bureau of Meteorology, Sydney, Australia 
15 Fondazione Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC), Bologna, Italy 
16 Program in Atmospheric and Oceanic Sciences, Princeton University, Princeton, NJ, USA  
17 National Oceanic and Atmospheric Administration (NOAA) Geophysical Fluid Dynamics 30 

Laboratory (GFDL), Princeton, NJ, USA 
 
Correspondence: Gokhan Danabasoglu (gokhan@ucar.edu) 
 
 35 
 
 
 
 

mailto:gokhan@ucar.edu


  

 2 

Abstract 40 

A comparison of simulated and observed overturning transports and related properties across the 

Overturning in the Subpolar North Atlantic Program (OSNAP) sections for the 2014-2022 period 

is presented, considering both depth and density space transports. The effort was motivated by 

the observational transport estimates at both OSNAP-West (OW) and OSNAP-East (OE) 

sections which show a minor role for the Labrador Sea (LS) in setting the mean and variability of 45 

the overturning in the subpolar North Atlantic. There are 9 participating groups from around the 

world, contributing a total of 18 ocean – sea simulations with 6 different ocean models. The 

simulations use a common set of interannually-varying atmospheric forcing datasets. The 

horizontal resolutions of the simulations range from nominal 1° to eddy-resolving resolutions of 

0.1°-0.05°. While there are many differences between the simulations and observations as well as 50 

among the individual simulations in terms of transport properties, the simulations show 

significantly larger transports at OE than at OW in general agreement with the observations. 

Analyzing overturning circulations in both depth and density space together provides a more 

complete picture of the overturning properties and features. This analysis also reveals that, in 

both the simulations and observations, northward and southward flows substantially cancel each 55 

other, producing much smaller residual (total) transports. Such cancellations tend to be much 

more prominent in depth space than in density space. In general, the observed transport features 

are captured better at OE than OW. The simulations generally show larger (smaller) transports 

with positive (negative) temperature and salinity biases in the upper ocean near the OSNAP 

sections, but with no such relationship with density biases. In high-resolution simulations, the 60 

transport profiles agree better with the observations in general, but challenges remain in some 

other metrics considered in our analysis. When transports are calculated using a density 

referenced to 2000-m depth, rather than the ocean surface, the relative contributions of transports 

at OW increase modestly.  
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1  Introduction 

The Atlantic Meridional Overturning Circulation (AMOC) depicts a simplified, zonally averaged 70 

view of rather complex, three-dimensional circulation patterns of the Atlantic Ocean, connected 

to the global circulation system primarily across the basin’s southern boundary. Through its 

associated heat, salt, and tracer (e.g., carbon) transports and their effects on the ocean state, 

particularly on decadal-to-multi-decadal time scales, the AMOC has profound impacts on the 

climate of the surrounding areas and on the global climate (see recent reviews by Buckley & 75 

Marshall, 2016; Sutton et al., 2018; and Zhang et al., 2019 and references therein). These impacts 

mainly come about through spatial and temporal variations of sea surface temperatures (SSTs). 

They include impacts on Atlantic hurricane activity, shifts in the Intertropical Convergence Zone, 

precipitation changes over the Sahel and Amazon, changes in summertime climate over North 

America and Europe, and other modes of climate variability – all with significant societal and 80 

economic impacts. Furthermore, due to the presence of low-frequency (decadal and longer) 

AMOC variability seen in many model simulations (e.g., Msadek et al., 2010; Danabasoglu et 

al., 2012b), the AMOC is thought to represent an important component of dynamical memory of 

the climate system, thus making its proper initialization – along with associated (upper-ocean) 

heat content anomalies in the North Atlantic – important for decadal climate prediction 85 

simulations (see Meehl et al., 2014 and references therein). Given all these important impacts, 

there is also a growing interest in how the AMOC will change in a warming climate with many 

recent studies focusing on weakening as well as the stability and collapse of the AMOC (e.g., 

Caesar et al., 2018; Caesar et al. 2019; Weijer et al., 2020; van Westen et al., 2024). 

In the absence of continuous and trans-basin observations prior to 2004, much of our knowledge 90 

of the mean state, spatial and temporal variability, latitudinal coherency, and variability 

mechanisms of the AMOC during the historical period comes from model simulations. 

Unfortunately, models remain inconsistent in their representations of the mean AMOC and its 

variability. For example, results from about 20 ocean model simulations forced with common, 

interannually varying atmospheric datasets for the 1948-2007 period as part of the second phase 95 

of the Coordinated Ocean-ice Reference Experiments (CORE-II; Large & Yeager, 2009; Griffies 

et al., 2009) show a rather large range of mean AMOC transports in both depth- and density-

space, e.g., between ~5 and ~20 Sv at both 26.5° and 45°N in depth space (Danabasoglu et al., 
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2014). There is a broad agreement among these simulations in their temporal depictions of 

interannual-to-decadal variability and trends – despite significant differences in the spatial 100 

structures of variability patterns – indicating that simulated variability and trends are largely 

dictated by the imposed forcing (Danabasoglu et al. 2016). In both Danabasoglu et al. (2014) and 

Danabasoglu et al. (2016), these AMOC differences among the simulations were attributed to 

biases in the Labrador Sea (LS) region in upper-ocean potential temperature and salinity 

distributions, mixed layer depths, and sea-ice cover. Similar inter-model differences in AMOC 105 

properties are also seen in ocean reanalysis products for the historical period (Karspeck et al., 

2017; Jackson et al., 2019) even though each reanalysis ingests largely the same observational 

datasets. In these products, differences arise due to insufficient observational data to constrain 

the deep and abyssal oceans as well as the continental shelf regions. As such, the fidelity of the 

underlying ocean model becomes as important as those used in free-running forced ocean 110 

simulations. Large inter-model differences in AMOC properties also exist in fully coupled 

simulations participating in phases of the Coupled Model Intercomparison Project (e.g., Cheng et 

al., 2013; Weijer et al., 2020; Bryden et al., 2024). Moreover, historical AMOC variability and 

trends over recent decades do not necessarily agree with those from forced-ocean simulations; 

the coupled simulations show a somewhat stronger weakening that starts earlier compared to the 115 

forced simulations. 

As discussed in Buckley & Marshall (2016), Zhang et al. (2019), Danabasoglu et al. (2019), and 

references therein, inter-annual AMOC variability in model simulations is primarily dictated by 

momentum fluxes, i.e., winds. In contrast, low-frequency AMOC variability is largely driven by 

buoyancy fluxes at high latitudes of the North Atlantic. Specifically, a large majority of model 120 

simulations identify deep water formation regions – usually determined by deep mixed layers – 

as important regions linked to downstream AMOC variability. The associated low-frequency 

variability mechanism involves surface buoyancy flux anomalies over the LS region that arise 

from long episodes of the positive phase of the North Atlantic Oscillation (NAO). These 

anomalies contribute to positive upper-ocean density anomalies and subsequent deepening of 125 

mixed layers, followed by downstream AMOC intensification, after a few years (see Ortega et 

al., 2021 and above references). Evidence for such a prominent role for the LS in low-frequency 

AMOC variability includes the finding that the LS remains the only active deep water formation 

region after low-pass filtering of mixed layer depths (Danabasoglu, 2008), and that low-
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frequency AMOC variability can be reproduced just by imposing NAO-related buoyancy flux 130 

anomalies over the LS region (Yeager & Danabasoglu, 2014). Furthermore, analysis of eddy-

permitting / -resolving model simulations continue to show the LS as a key region on decadal 

time scales. For example, through sensitivity experiments with spatially refined surface forcing, 

Böning et al. (2023) conclude that the Irminger Sea deep water comes from the LS region and 

that AMOC decadal variability is governed by the LS convection, especially during 135 

exceptionally cold winters. This conclusion is consistent with Yeager et al. (2021) who find a 

disproportionately large role for the LS in AMOC decadal variability. Specifically, despite a 

weak mean surface diapycnal transformation, multidecadal AMOC variability can be traced to 

anomalous production of dense LS Water, with buoyancy forcing in the western subpolar gyre 

playing a substantial driving role. A caveat here is that models have many biases in the North 140 

Atlantic, including potential over-production of the LS Water (Li et al., 2019) and failure to 

adequately represent the dense water overflows from the Nordic Seas (Danabasoglu et al., 2010). 

While there have been intermittent and regionally confined measurements of the AMOC or its 

contributors at several latitudes as well as inferences from hydrographic sections (e.g., Larsen & 

Sanford, 1985; Bryden et al., 2005; Toole et al., 2011; Meinen et al., 2010; Send et al., 2011), 145 

continuous, trans-basin, and comprehensive observational efforts have gained momentum only 

during the last couple of decades. The RAPID Meridional Overturning Circulation and Heat-flux 

Array at 26.5°N is the first such observational program providing AMOC measurements since 

2004 (Cunningham et al., 2007). The South Atlantic MOC Basin-wide Array (SAMBA) at 

34.5°S has been operational since 2009, but it has a gap during roughly the 2011-2013 period 150 

(Meinen et al., 2018) and a large uncertainty due to the highly variable Malvinas and Agulhas 

systems. The Overturning in the Subpolar North Atlantic Program (OSNAP) array at 

approximately 57°N (Fig. 1) is the third trans-basin observational effort that has been providing 

data since August 2014 (Lozier et al., 2017). OSNAP fills a crucial missing observational piece 

focusing on the northern North Atlantic, a region identified as an important source of low-155 

frequency, buoyancy-driven AMOC variability with deep water formation areas (again see 

reviews by Buckley & Marshall, 2019 and Zhang et al., 2019). 
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Figure 1. OSNAP sections. The red and orange dots indicate the locations of the moorings at 

OSNAP-West and OSNAP-East, respectively. The dot-dash and solid black lines show the 

closest model grid lines through the OSNAP mooring locations based on the NCAR1 and 160 

NCAR10 grids, respectively (see Appendix A7). Model bathymetry from NCAR10 is also shown 

in color (in m). The dark and light purple boxes indicate the Labrador Sea (left) and the Irminger 

Sea (right) regions, respectively, used in bias analysis. 

OSNAP observations, by design, provide estimates of overturning transport magnitudes for the 

LS and the eastern subpolar gyre side separately. Now available for the 8-year period from 165 

August 2014 to July 2022 (Fu et al., 2025), these observations show that conversion of warm and 

salty upper-ocean Atlantic waters into colder and fresher deep waters primarily occurs in the 

eastern subpolar gyre side, dominating both the mean and seasonal variability of the overturning 

circulation (Lozier et al., 2019; Li et al., 2021; Lozier, 2023; Fu et al., 2023). Thus, OSNAP 

observations reveal a minor role for the LS during this period in stark contrast with numerous 170 

modeling studies which connect deep water formation in the LS to downstream low-frequency 

AMOC variability. While a few earlier studies (Spall, 2004; Straneo, 2006; Pickart & Spall, 

2007) also argued for a minor role for the LS in AMOC variability, OSNAP observations provide 

the most compelling evidence to date with direct comparisons of transport estimates at both 

OSNAP west and east sections. As alluded to above, a caveat here is that most modeling studies 175 
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typically focus on the role of the LS on decadal-to-multi-decadal time scales, whereas OSNAP 

observational record is still too short to provide guidance on these longer time scales. 

This finding regarding differences in the role of the LS between the OSNAP observations and the 

long-standing view from model simulations has sparked vast interest in the scientific community 

during the last few years. Published studies make use of observational datasets, both forced 180 

ocean-only and coupled model simulations (including at eddy-rich resolutions), and ocean and 

atmosphere reanalysis products – or their combinations. They primarily focus on the locations of 

deep-water formation, water mass transformation, surface buoyancy fluxes, and connectivity of 

these waters with the downstream AMOC, considering the recent OSNAP period. Among these, 

several studies identify the Irminger Sea or the broader eastern subpolar gyre as having the 185 

strongest AMOC-related variability (e.g., Petit et al., 2020; Menary et al., 2020; Megann et al., 

2021; Chafik et al., 2022; Fu et al., 2024), consistent with observations. However, the ultimate 

sources of these deep waters and their variability remain unclear. For example, Petit et al. (2020) 

argue that local buoyancy fluxes over these basins mostly account for these dense waters of the 

subpolar North Atlantic. This view is also supported in a recent study by Fu et al. (2024) which 190 

shows that the overturning at the eastern part of OSNAP is significantly correlated with water 

mass transformation forced by surface buoyancy forcing in the Irminger and Iceland basins. 

Chafik et al. (2022) also indicates the Irminger Sea as the center of action for subpolar AMOC 

variability, arguing that the NAO is the main driving mechanism for Irminger Sea density 

variations on multiple time scales. However, this study finds no clear connections between the 195 

Irminger Sea density variations and atmospheric heat losses but instead finds that waters 

dominating the central Irminger Sea are cooled in the first place in the LS and advected into the 

Irminger Sea. Thus, an alternative interpretation of findings of this study could be that the 

Irminger Sea AMOC variability has its origins in the LS through direct local water mass 

transformation via surface buoyancy fluxes in the LS. In another study, Menary et al. (2020) 200 

assert that density anomalies generated by surface forcing in the Irminger Sea propagate into the 

LS, where they dominate the density variability. More recently, Petit et al. (2023) identify the LS 

as a key pathway for upper North Atlantic Deep Water with its waters sourced from the eastern 

subpolar gyre, but undergoing further densification within the LS. We finally note that using 

observational and reanalysis datasets, Zou et al. (2020) and Lozier (2023) show that due to 205 
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substantial compansation of thermal and saline anomalies, the volume of newly formed dense 

waters exported out of the LS is relatively small over the observational period. 

As indicated earlier, model fidelity remains a challenge with substantial biases in the northern 

North Atlantic (e.g., Danabasoglu et al., 2016). The model representations of diapycnal mixing, 

the Nordic Seas overflows, complex flow pathways, and local recirculations are found to be 210 

important contributing factors that impact model biases (e.g., Lozier et al., 2022; Buckley et al., 

2023; Lozier, 2023). Some of these processes are represented in closer agreement with 

observations in high-resolution models compared to their low-resolution counterparts (Hirschi et 

al., 2020). Using the OSNAP observations, Li et al. (2021) show that while both the Labrador 

Current and West Greenland Current exhibit large density anomalies, these anomalies are 215 

strongly correlated, resulting in only modest variability for overturning in the LS. Accurately 

representing such correlations; temperature, salinity, and current properties, along with their 

pathways, with minimal departures from observations are a rather high bar for both low- and 

high-resolution ocean models to achieve. Indeed, Jackson & Petit (2022) find that models with a 

more saline LS tend to produce stronger water formation in this region, with correspondingly 220 

stronger connections with downstream AMOC. Nevertheless, they conclude that models are 

generally in good agreement with the OSNAP transport observations. 

In the present study, we take a step back and provide a basic, yet much-needed evaluation of 

simulated transports against OSNAP observations for the 2014-2022 period using a large set of 

forced ocean – sea-ice (FOSI) simulations. These simulations largely follow the Ocean Model 225 

Inter-comparison Project (OMIP) protocol (Griffies et al., 2016) and are forced using the 

atmospheric datasets based on the Japanese atmospheric reanalysis product, suitably adjusted to 

run such FOSI experiments (JRA55-do; Tsujino et al., 2018; 2020). This protocol is intended to 

provide a controlled and coordinated framework to evaluate ocean components of coupled 

models that participate in CMIPs (Griffies et al., 2009; Danabasoglu et al., 2014). There are 9 230 

participating groups / centers from around the world, contributing a total of 18 simulations with 6 

different ocean models in this study. The horizontal resolutions of the simulations range from 

nominal non-eddying 1° to eddy-resolving resolutions of 0.1°-0.05°. Thus, a goal is to assess 

how the representation of overturning transports at OSNAP changes with model horizontal 

resolution. The present effort aims to provide a benchmark for simulated transports and related 235 

properties at the OSNAP sections in comparison to observations, evaluated in depth, σ!, and σ" 
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spaces – in the latter two, potential densities are referenced to the surface and 2000-m depth, 

respectively. As such, the present manuscript is largely descriptive. We mainly provide a catalog 

of model solutions; detailed analyses of individual model results and specific reasons for their 

differences from and similarities to the observations are not fully covered here. However, an 240 

analysis of water mass formations and transformations will be presented in a separate subsequent 

study. Finally, we note that because the observational record is short, we cannot yet address the 

relative roles of the LS vs. the eastern subpolar gyre in AMOC variability on decadal and longer 

time scales. 

The manuscript is organized as follows. In Sect. 2, we summarize the OSNAP observing system, 245 

model simulations and the forcing datasets, how the transport lines are determined, and how the 

AMOC is calculated in depth and density space. We then present results for transport timeseries 

in Sect. 3; time-mean transports in σ! space in Sect. 4; time-mean transports in depth and σ" 

space in Sect. 5; transport variability in Sect. 6; temperature and salinity diagrams in Sect. 7; and 

temperature, salinity, and density biases in Sect. 8. We provide a summary and our conclusions in 250 

Sect. 9. Brief model descriptions are given in Appendix A. Finally, Appendix B presents a brief 

analysis of cycle-to-cycle differences in transports.  

2  Observational Data, Participating Models, Forcing, and Methods  

2.1  OSNAP Observing System 

The OSNAP observing system is designed to provide a continuous record of the full-water 255 

column, trans-basin transports of volume, heat, and freshwater in the subpolar North Atlantic 

(Lozier et al., 2017). It consists of two sections: OSNAP-West, which runs from the southeastern 

Labrador shelf to the southwestern tip of Greenland, and OSNAP-East, which runs from the 

southeastern tip of Greenland to the Scottish Shelf (Fig. 1). We will refer to these sections as OW 

and OE, respectively. OSNAP uses a combination of ~60 fixed moorings located at the 260 

continental boundaries and on both sides of the Reykjanes Ridge to obtain direct measurements 

of velocities at the boundaries, and geostrophic and Ekman flows in the interior to estimate 

meridional volume transports. In regions of complex topography, the moored arrays were 

supplemented by glider surveys in the early part of the OSNAP observational period. The 

gridded temperature and salinity data represent a combination of data from Argo floats in the 265 
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upper 2000 m; moorings; ship-based Conductivity-Temperature-Depth (CTD) sections for 

regions below 2000 m without mooring observations; gliders for the Hatton-Rockall Basin; and 

World Ocean Atlas monthly climatology for shallow coastal waters without data from moorings 

and Argo (Li et al., 2017). The data are objectively mapped to the OSNAP sections with a 20-m 

resolution in the vertical and a nominal 0.25° horizontal resolution with the original mooring 270 

positions preserved. The OSNAP record has been recently extended to 8 years, covering the 

August 2014 – July 2022 period (Fu et al., 2025). We refer to the OSNAP observational data 

simply as OSNAP. 

2.2  Models 

We use 18 simulations from 9 groups run with 6 different models as summarized in Table 1. The 275 

ocean models are the HYbrid Coordinate Ocean Model (HYCOM), the Modular Ocean Model 

version 5 (MOM5) and version 6 (MOM6), the Model for Prediction Across Scales – Ocean 

(MPAS-O), the Nucleus for European Modelling of the Ocean (NEMO), and the Parallel Ocean 

Program version 2 (POP2), which are coupled to a variety of sea-ice models (see Appendix A). 

The horizontal resolutions range from non-eddy-resolving resolutions of near 1° to eddy-280 

permitting and eddy-resolving resolutions of 0.25°-0.05°. We denote each simulation using the 

acronym of the group which produced the simulation followed by the nominal horizontal 

resolution of a simulation in degrees. For example, NCAR1, NCAR67, and NCAR10 refer to 

simulations performed by the NCAR group, using nominal 1°, 0.67°, and 0.10° horizontal 

resolution, respectively. With respect to their vertical coordinates, while many of the simulations 285 

use depth / level coordinates – both z and z*, a few simulations employ hybrid coordinates. The 

number of vertical levels / layers varies from 36 in FSU08 to 98 in CMCC06 with most models 

using between 46-75, with varying placement of levels in the vertical, usually with finer 

resolution near the surface. To partly help reduce crowding in the plots, we separate the 

simulations into a low-resolution (LR) group, which includes all the simulations with a 290 

resolution of 0.25° or coarser (an arbitrary cutoff), and a high-resolution (HR) group, which has 

the remaining simulations with finer resolutions. There are 12 and 6 simulations in each group, 

respectively. Brief descriptions of the models along with their configurations, parameter settings, 

and references, if available, presenting evaluations of their simulations are provided in Appendix 

A.  295 



  

 11 

2.3  Forcing Datasets 

The FOSI simulations largely follow the OMIP protocol (Griffies et al., 2016). They are forced 

with the atmospheric datasets based on the Japanese atmospheric reanalysis product (JRA55; 

Kobayashi et al., 2015) which were adjusted extensively to correct for biases in the reanalysis 

and for obtaining reasonably balanced heat and freshwater budgets (Tsujino et al., 2018). This 300 

adjusted dataset, referred to as JRA55-do, has a spatial resolution of 55 km with a temporal 

resolution of 3 hr. Except for the runoff dataset, all the fields are directly from the reanalysis 

product, thus representing a rather self-contained forcing dataset for the 1958-2023 period. The 

heat, freshwater, and momentum fluxes needed to force the simulations are based on the bulk 

formulae described in Large and Yeager (2004) and Large and Yeager (2009). 305 

The simulations apply restoring of sea surface salinity (SSS) to an observed monthly-mean 

climatology. This is because FOSI simulations do not have many of the feedbacks that exist in 

fully coupled systems with an active atmosphere, as discussed in Griffies et al. (2009) and 

Danabasoglu et al. (2014). Moreover, the lack of any appreciable local feedbacks between 

surface freshwater fluxes and SSS can lead to unrealistic salinities locally, mostly due to biases 310 

in precipitation. Usually, the upper 10-m average monthly salinity climatology from the World 

Ocean Atlas version 2 (WOA13; Zweng et al., 2013; Boyer et al., 2015) is used as the restoring 

field. The OMIP protocol does not prescribe a particular restoring procedure, and the modeling 

groups can choose their optimal restoring strength based on how their models represent several 

key features in comparison to available observations, such as the transport and time evolution of 315 

the AMOC to ensure that it does not get too weak or collapse. Usually SSS restoring is applied 

globally, including ice covered regions, and its global mean is subtracted to ensure that the 

restoring term does not impact the global salt content. The SSS restoring approaches and 

strengths used by the participating groups are presented in Table 2.   

The OMIP protocol calls for multi-century-long simulations forced with repeat cycles – usually 5 320 

– of the forcing datasets. While an intent is to achieve quasi-equilibrated solutions to the extent 

possible, this approach has a few drawbacks. One is that the repeat cycle introduces an 

unphysical jump in forcing from the last year of a particular cycle (e.g., 2023) back to the first 

year of the subsequent cycle (e.g., 1958). So, at the beginning of the next cycle, the ocean initial 

state reflects that of year 2023 instead of year 1958. Consequently, it is not recommended to use 325 
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the first 15-20 years of a forcing cycle in any analysis. Second, even with multiple cycles, the 

degree of repeatability of solutions from one cycle to the next is both model and variable 

dependent (e.g., Danabasoglu et al., 2014). Third, such long simulations are not computationally 

affordable for HR simulations.  

As detailed in Appendix A, the simulations do not strictly follow the OMIP protocol for various 330 

reasons that include which end year was available for forcings when the simulations started. 

Many simulations use a slightly shorter forcing period for the cycles before the very last cycle. 

For example, ANU1 and ANU25 simulations go for 6 forcing cycles where the first 5 cycles use 

the 1958-2018 period, and the simulations were extended to the end of 2022 only for the last 

cycle. Similarly, NCAR1 and NCAR10 simulations use the 1958-2018 period for the first 4 335 

cycles and have the last (5th) cycle extended to the end of 2023. Due to the computational costs, 

most of the HR simulations are integrated only for 1 forcing cycle. In summary, the participating 

simulations have been integrated for a range of 1 to 6 forcing cycles.  

These differences in simulation lengths as well as limited availability of datasets only for specific 

forcing cycles for some simulations certainly present challenges for our analysis. However, 340 

because our analysis concerns the last decade of a forcing cycle, cycle-to-cycle differences in 

overturning transports are relatively small during the last decade compared to those of the earlier 

periods as discussed in Appendix B. Therefore, we are confident that use of different cycles from 

the participating simulations does not impact our general conclusions. Noting that we analyze the 

same forcing cycles for a given LR and HR set of simulations from the same group, we use the 345 

following cycles for each simulation: cycle 1 for CMCC25, CMCC06, FSU72, FSU08, 

NCAR67, NOC1, NOC25, NOC12, and UKMO25; cycle 4 for ANU10; cycle 5 for E3SM27, 

GEOMAR25, GEOMAR05, NCAR1, and NCAR10; and cycle 6 for ANU1, ANU25, and 

GFDL25.  

As indicated in Sect. 2.1, the OSNAP observations cover the August 2014 – July 2022 period. 350 

For ease of analysis, we use the full 2014 – 2022 period for model simulations. For E3SM27, 

GFDL25, and NCAR67, we use shorter periods from 2014 to their respective simulation end 

years, i.e., 2020, 2018, and 2018, respectively. Finally, we employ monthly mean fields for both 

OSNAP and model simulations. 

 355 
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2.4  Transport Lines 

The OSNAP array is not aligned with a latitude line or models’ grid lines, requiring a careful 

method to extract the model outputs along the OE and OW lines. For this purpose, we developed 

a tool to obtain the best or closest model broken grid line through the OSNAP mooring locations 

for each participating model. The tool returns the grid indices along the line. These indices are 360 

then used to index a Python Xarray to extract the desired fields along this broken line for each 

simulation. As such, the tool provides direct access to the simulated fields across the OSNAP 

sections, without requiring any interpolations. As an example, the solid and dot-dash black lines 

in Fig. 1 show the best broken grid lines for NCAR10 and NCAR1, respectively. Because these 

lines follow a model’s grid, both zonal and meridional velocity components are used in transport 365 

calculations depending on whichever component is normal to the local grid line. We note that we 

chose to use this approach based on the actual simulation outputs to calculate transports instead 

of extracting the sections strictly following the OSNAP observation grid for two reasons. First, it 

is a straightforward approach, providing the actual transport simulated by each model. Second, 

comparisons of both methods using NCAR simulations produced very similar results (not 370 

shown), providing justification for our approach. 

2.5  Calculation of AMOC 

The overturning streamfunction ψ is commonly calculated in both depth and density space using 

the following equations: 

 375 
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where 𝑣 is the plane-normal velocity, positive northwards; t is time; 𝑧 is the vertical coordinate, 380 

positive upwards; 𝑥 is the zonal coordinate, positive eastwards; 𝑦 is the meridional coordinate, 

positive northwards; and σ is density, either in σ! or σ". The subscripts 𝑒 and 𝑤 denote the 

eastern and western limits, respectively, of the zonal integral; the subscript 𝑏 represents bottom, 
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meaning that the integrations are performed from bottom up, e.g., from the highest density in 

density space; and ∂𝑧/ ∂σ is the isopycnal thickness. In these equations, 𝑣 is in m s-1 and the 385 

lengths are in m. Thus, the transports are in m3 s-1, displayed in Sv (= 106 m3 s-1). With the sign 

convention used in the above equations, the negative and positive profile slopes indicate 

poleward and equatorward transports, respectively, in the overturning plots presented here. In our 

transport calculations, we only use the resolved-flow velocities, i.e., the relatively small 

parameterized contributions are not included. We note that the bottom-up integration method 390 

used here is usually adopted in the modeling community to compute overturning transports, 

because the boundary condition at the bottom, i.e., a zero transport, is known. This approach, 

however, is in contrast with the top-down approach employed in the OSNAP observational 

estimates (e.g., Lozier et al., 2019). So, we expect some small differences between our transport 

values and those published for OSNAP observations, but all our transports here are consistently 395 

calculated using the same bottom-up approach, including for OSNAP.   

Overturning in density space directly connects with diapycnal water mass transformation. 

However, in both depth and density space, there are substantial cancellations of northward and 

southward flows at constant depth and density, respectively. We believe that analyzing the 

AMOC in both depth and density space provides complementary information – an approach also 400 

advocated by Lozier et al. (2019) and Zhang & Thomas (2021). Therefore, in our analysis here 

we apply both methods.  

For depth-space analysis, we use each model’s native vertical discretization. For density-space 

analysis, we employ common density ranges and bin increments across all simulations. 

Specifically, σ! calculations are referenced to the ocean surface, and they use a density range of 405 

24.0-28.5 kg m-3 with 105 density bins. The bin increments are 0.1 and 0.02 kg m-3 for densities 

less and greater than 27.0 kg m-3, respectively.	σ"	calculations use a reference depth of 2000 m. 

The density range is between 28.0 and 38.0 kg m-3. We use 85 bins with increments of 0.2 kg m-3 

for 28.0-35.0 kg m-3, 0.1 kg m-3 for 35.0-36.0 kg m-3, and 0.05 kg m-3 for densities > 36.0 kg m-3. 

Also, for consistency across all simulations, we use monthly-mean potential temperature and 410 

salinity to calculate densities using the TEOS-10 equation of state (McDougall & Barker, 2011). 

As discussed in Lynn & Reid (1968), there is no single potential density that can be used for all 

purposes. While σ! is useful to connect surface water mass transformations to deeper overturning 
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transports, it does not necessarily depict an accurate representation of transports at depth because 

it ignores the pressure effects on density. Indeed, especially in the northern North Atlantic, 415 

potential density referenced to 4000-m depth, i.e., σ', may be more appropriate. In this study, we 

adopt use of σ" as a compromise, but we also think that it is more suitable for our purposes as we 

focus on transports primarily between 1000 – 3500 m. Thus, effects of pressure on density and 

transports are appropriately included. σ! is employed to expedite comparisons with observations. 

In OSNAP, a zero-net-mass (actually volume) transport constraint across the entire section is 420 

enforced (Lozier et al., 2019). Specifically, a mean southward transport of 1.6 Sv across OW – 

intended to represent long-term transport measurements across the Davis Strait – is compensated 

by an equivalent northward transport at OE. This is accomplished through an a posteriori 

application of a spatially uniform, but time dependent compensation velocity. In this approach, 

there is no transport into the Arctic Basin associated with the flow into the Arctic Ocean through 425 

the Bering Strait. Lozier et al. (2019) report that the OSNAP transports change very little when 

this flow is accounted for. Therefore, when computing the simulated transports, we do not 

impose any constraints. As such, any non-zero transports at the surface reflect the flows in and 

out of the Arctic Basin associated with the Bering Strait Throughflow. We note that in most of 

our plots we use a lower limit for density and do not show near surface or upper-ocean 430 

transports. 

These transport calculations, along with the tool to obtain the best broken grid line at the OSNAP 

sections, will be incorporated in a new version of a Python-based Meridional ovErTurning 

DiagnostIC (METRIC) Package. METRIC enables consistent calculations of observed and 

simulated AMOC estimates at various observational sites in the Atlantic Ocean. The package can 435 

be used with different ocean models at various resolutions, and it includes a few additional, 

alternative approaches to calculate these transports. It is freely available to the community at 

https://github.com/NCAR/metric (Castruccio, 2021). 

3  Transport Timeseries 

We start with the time evolution of transport profiles in depth space presented in Fig. 2 as 440 

transports per unit depth, i.e., in Sv m-1. The OSNAP profiles are based on the gridded velocity 

datasets, and profiles only from NCAR10 and NCAR1 are shown as examples of model 

https://github/
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simulations for brevity. The OSNAP profiles at both sites exhibit a rather streaky behavior, 

primarily due to the methodology used to estimate basin interior geostrophic transports, which 

are derived from full-depth dynamic height moorings bracketing the basin interior. Temperature 445 

and salinity measurements on these moorings are typically hundreds of meters apart vertically. In 

general, transport magnitudes and the depth ranges of northward and southward transports are in 

better agreement between OSNAP and NCAR10, particularly at OE, than with NCAR1. The 

latter shows a very prominent, deeper-penetrating seasonal cycle at both sites which is much 

weaker, especially at OW, in both OSNAP and NCAR10. Nevertheless, there are differences 450 

between OSNAP and NCAR10 such as a band of northward transports between about 1700 – 

2300 m present in OSNAP at OW but missing in NCAR10. 

 

Figure 2. Transport profile timeseries in depth space from (a, d) OSNAP, (b, e) NCAR10, and (c, 

f) NCAR1. The top and bottom rows are for OW and OE, respectively. Positive and negative 455 

contours indicate northward and southward transports, respectively. The transports are in Sv m-1. 

Note that different scales are used for the top and bottom panels. 

The corresponding timeseries in density (σ!) space are provided in Fig. 3. These are the 

integrated transports in Sv, and the streak-like features seen in depth-space OSNAP (Figs. 2a and 

2d) disappear after binning. As in Fig. 2, prominent features include better agreement between 460 

OSNAP and NCAR10 than with NCAR1 and a strong seasonal cycle in NCAR1. Indeed, a 

seasonal cycle in OSNAP is not as pronounced as in both simulations at either site. While the 

magnitudes of the transports are comparable at OE among observations and model simulations, 
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the simulated transports are larger than in OSNAP at OW, particularly so for NCAR1. The solid 

black lines in the panels show the timeseries of the maximum positive transport which occurs at 465 

different density classes. The details of these timeseries will be discussed below, considering all 

the participating simulations. Here, we note that the density at which the maximum transports 

occur varies considerably in time in both observations and simulations. So, even if OSNAP and 

simulations have similar maximum transports at a given time, the density at which this occurs 

can differ substantially. At OW, OSNAP has two interesting characteristics. First, the positive 470 

transport is rather weak, particularly prior to 2018, with nearly no positive transport in early 

2016. Second, there are nonnegligible negative transports in density classes < 27.6 kg m-3 

throughout the timeseries. This latter feature is somewhat present in NCAR1 but with larger 

magnitudes and rather strong seasonality.   

 475 

Figure 3. Transport profile timeseries in density (σ!) space from (a, d) OSNAP, (b, e) NCAR10, 

and (c, f) NCAR1. The top and bottom rows are for OW and OE, respectively. The solid black 

lines in all the panels show the maximum positive transport timeseries. The transports are in Sv. 

Note that different scales are used for the top and bottom panels. 

To provide a broader context for the observational transport estimates and their variability, 480 

annual-mean maximum transport timeseries for the full forcing cycle from the simulations are 

presented in Fig. 4. These transports are constructed from the average of the maximum monthly 

mean transports, where monthly mean temperature and salinity are used to compute monthly 

mean densities. The solid black lines represent OSNAP, while the dashed black lines indicate the 
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respective multi-model means (MMM) for each panel. Not surprisingly, the maximum transports 485 

and their variability differ considerably among the simulations, but they show general agreement 

with OSNAP with their stronger transports at OE which dominate the total transports. At OW 

(Figs. 4a and 4b), the simulations largely show transports of < 10 Sv. A few of the simulations, 

e.g., ANU1, ANU25, E3SM27, and FSU27, have relatively weak transports during various time 

segments. There seems to be a slight weakening trend at OW roughly after the mid-1990s in 490 

simulated transports with the OSNAP observations coinciding with a period of low transports (< 

~ 5 Sv) in all (but one) of the simulations. NCAR1 is a clear outlier with a mean transport of ~12 

Sv for the 1958-2022 period with a rather large amplitude. This represents an improvement 

compared to a mean transport of 18.7 Sv for the 1961-2007 period reported in Li et al. (2019) for 

a previous version of the model that was forced with the CORE-II atmospheric datasets (see 495 

Danabasoglu et al., 2014). The simulated transports at OE tend to be between 10 – 20 Sv (Figs. 

4c and 4d) with a slight weakening trend again after the mid-1990s. In contrast with OW, 

OSNAP at OE is at the higher end of the simulated transport magnitudes. The maximum total 

transport magnitudes (Figs. 4e and 4f) primarily reflect those of OE, noting that these total 

transports in density space do not need to reflect the sum of the OW and OE transports as they 500 

are not obtained at a constant density. 
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Figure 4. Annual-mean maximum transport timeseries in σ! space at (a, b) OW, (c, d) OE, and 

(e, f) total. The left and right panels are from LR and HR, respectively. The solid black lines 

show the OSNAP transports. The dashed black lines represent the respective multi-model means. 

The mean seasonal cycles of maximum transports in 𝜎! space from each simulation are presented 505 

in Fig. 5. The solid black lines represent OSNAP with the gray shading showing ± 1 monthly 

standard deviation (SD). The respective MMMs for each panel are also provided by the dashed 

black lines. At OW (Figs. 5a and 5b), the seasonal cycle is relatively weak, with OSNAP 

showing generally larger transports in spring and smaller transports in winter, but with a 

minimum in September. Most of the simulations do not capture this observed phasing, also 510 

displaying differing maximum and minimum transport months among each other. Except for 

NCAR1, LR simulations cluster around the OSNAP spread. NCAR1 is a clear outlier with the 

largest transport and seasonal cycle amplitude. In contrast, ANU25, E3SM27, and FSU72 have 

the lowest transports, near the lower bound of the OSNAP spread. HR simulations tend to be 
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outside the OSNAP spread with higher magnitudes. Here, ANU10 and CMCC06 are the closest 515 

to the OSNAP spread. At OE (Figs. 5c and 5d), OSNAP has a better-defined seasonal cycle – 

compared to that at OW – with maximum transports in spring and minimum transports in winter. 

Arguably, the simulations capture the observed seasonal cycle phasing relatively well as reflected 

in the MMM. An exception is the last few months, particularly evident in HR simulations, where 

all HR models show an increasing transport after September in contrast with a decreasing trend 520 

in OSNAP. Most LR and HR simulations have transports that are below the OSNAP spread, 

again as depicted in the MMM. Among all the simulations, only ANU25 remains within the 

OSNAP spread throughout the seasonal cycle. Among LR simulations, NCAR1, and E3SM27 

and GEOMAR25 bracket the OSNAP seasonal cycle at the high and low ends, respectively. 

ANU10, FSU08, and GEOMAR05 have the lowest transports at HR with the largest departures 525 

from OSNAP. For the total transports, while most LR simulations show weaker than observed 

transports, all but two (ANU10 and GEOMAR05) of the HR simulations are largely within the 

OSNAP envelope (Figs. 5e and 5f). The large-amplitude seasonal cycles at OW and OE in 

NCAR1 mostly cancel each other, resulting in a much smaller amplitude for the total transport. 

Finally, to provide a quantitative comparison of the simulated seasonal cycles and those of 530 

OSNAP, we calculate the root-mean-square differences between MMM and OSNAP as 1.5 Sv 

(LR) and 2.8 Sv (HR) for OW, 3.4 Sv (LR) and 2.9 Sv (HR) for OE, and 3.4 Sv (LR) and 1.8 Sv 

(HR) for the total transports. 

NCAR1 is a clear outlier with the largest transport and seasonal cycle amplitude at OW among 

the simulations. The phasing of its seasonal cycle – which is out-of-phase with OSNAP – reflects 535 

that of Fig. 3c with a minimum transport in April. This results from incursions of the negative 

transport cells into higher density classes, indicating that the associated upper-limb southward 

flow and lower-limb northward return flow occur at higher density classes in NCAR1 compared 

to those of OSNAP and NCAR10. Such negative transport cell incursions are also present in both 

OSNAP and NCAR10, but they are less well organized, and their densities and transports remain 540 

much smaller than in NCAR1. It is also interesting to note that maximum mixed or boundary 

layer depths in the LS region occur in March (not shown), although the OSNAP section is not 

co-located with the regions of maximum mixed layer depths. Instead, the OSNAP section was 

purposely located near the exit of the LS to capture the bulk of the waters exported from the 
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basin. All these aspects, including such seasonal cycle features, will be investigated in detail in a 545 

follow up study, considering water mass formation and transformation analysis.  

 

Figure 5. Time-mean maximum transport seasonal cycles in 𝜎! space at (a, b) OW, (c, d) OE, and 

(e, f) total. The left and right panels are from LR and HR, respectively. The solid black lines 

show the time-mean OSNAP maximum transport timeseries with gray shading indicating ± 1 550 

monthly standard deviation. The dashed black lines represent the respective multi-model means. 

4  Time-Mean Transports in 𝛔𝟎 Space 

Figure 6 shows the time-mean transport profiles in σ! density space. As in the previous figures, 

the solid black lines represent OSNAP with the gray shading showing ± 1 monthly SDs, and the 

respective MMMs for each panel are also provided by the dashed black lines. The figure clearly 555 

demonstrates that the simulated transports are much larger at OE than at OW with the total 
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transports dominated by those of OE, all in agreement with OSNAP. At OW (Figs. 6a and 6d), 

the simulations largely follow the OSNAP profile. However, at high density classes (σ! > ~27.7 

kg m-3), there are differences from observations as well as among the simulations. While these 

high-density transports are relatively small, they can play an outsized role in downstream AMOC 560 

variability (Yeager et al., 2021). NCAR1 has the largest maximum transport with about 9 Sv. 

While FSU72 shows the highest negative transport magnitude with a distinct peak around 27.65 

kg m-3, a feature not present either in OSNAP or other simulations, FSU08 deviates the most 

from observations and the other simulations at density classes < 27.5 kg m-3. At OE (Figs. 6b and 

6e), a large majority of the simulations have positive transports with negative slopes for densities 565 

< ~27.3 kg m-3. This contrasts with OSNAP that shows a much steeper negative density slope for 

~27.2 < σ! < ~27.4 kg m-3 and nearly no net flow for densities < 27.2 kg m-3 (see also Fig. 3d). 

For ~27.3 < σ! < ~27.8 kg m-3, the simulations tend to agree better with OSNAP with most 

within the observed range. Here, ANU25, FSU72, and NCAR67 show lower transport 

magnitudes, and NCAR1 has the largest magnitude with a transport of ~18 Sv. Observed 570 

transports at high density classes (> 27.8 kg m-3) appear to be shifted to somewhat lower 

densities in the simulations. The total transport features are mostly similar to those at OE (Figs. 

6c and 6f). FSU72 has the smallest maximum transport with ~7 Sv due to its large negative 

transport at OW. The maximum transport is < 10 Sv for E3SM27 as well. HR profiles, in general, 

show better agreement with OSNAP than those of LR for σ! > ~27.4 kg m-3. Finally, we note 575 

that all FSU08 profiles are noisy, particularly at high densities, which may be due to a mismatch 

between σ! increments used in the analysis and the resolution of the model σ" coordinates. 

Specifically, with relatively small σ! increments at high density classes, transports within a σ" 

model layer can be binned into different σ! layers, thus leading to some noise. 
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Figure 6. Time-mean transport profiles in σ! space at (a, d) OW, (b, e) OE, and (c, f) total. The 580 

top and bottom panels are from LR and HR, respectively. The solid black lines show the OSNAP 

transports with gray shading indicating ± 1 monthly standard deviation. The dashed black lines 

represent the respective multi-model means. 

5  Time-Mean Transports in Depth and 𝛔𝟐 Space 

The time-mean overturning transports in both depth and σ" density space from OSNAP and all 585 

the simulations at OW and OE are provided in Figs. 7-8 and Figs. 9-10, respectively. In each set 

of plots, the main panels (color shading) show southward (blue) and northward (red) transports 

as a function of density and depth. These are transports in Sv, calculated using the common σ" 

bins, listed in section 2.5, and each model’s vertical grid. We prefer to use Sv for this purpose, 

rather than transport per unit depth, i.e., Sv m-1, because this way the transports can be summed 590 

easily in either depth or density space. As such, the profile panels on the right then show the 

summed transports in depth space. Specifically, the thin blue, red, and black lines display the 
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summed transports in depth space for the southward, northward, and total, i.e., the sum of the 

southward and northward, transports, respectively. When the total transports are aggregated (or 

integrated) in the vertical, starting from the bottom, the familiar overturning transport profiles in 595 

depth space are obtained (thick black lines). Similarly, when the transports of the main panels are 

summed across constant density bins, the top plots are obtained, showing the transport profiles in 

density space. The thick black lines show the overturning transports in density space, aggregated 

starting from the densest bin class. These are essentially the same profiles shown in Fig. 6, but 

they are now calculated in σ" space instead of σ!. Therefore, calculated maximum transports 600 

differ as noted below. We note that this analysis can be easily extended to depth – temperature or 

depth – salinity space to obtain respective transports (not shown). As Figs. 7-10 contain a lot of 

information, we only discuss a few notable features for brevity. 

In OSNAP, the OE transports are more distinctly organized in comparison to those of OW, with 

continuous southward and northward transport bands occurring at higher and lower density 605 

classes, respectively, throughout all depths. At OW, the structure is a bit more complex. A 

continuous southward transport band between about 1000 – 3500-m depth splits two northward 

bands occurring at mid-depth and abyssal ocean. With rather similar high-density waters, OE 

exhibits broader density ranges at all depths due to the presence of lighter density waters 

compared to OW. At both sections, the transports can exceed 0.5 Sv in both directions. The 610 

summed transports (right panels) reveal substantial cancellations of southward and northward 

flows in depth space, producing relatively small total transports, at both sections. These profiles 

have some noise in the upper 500 m. The integrated overturning profile in depth space has a 

rather odd shape at OW without a well-defined maximum or flow structure, essentially reflecting 

the noisy velocity bands of Fig. 2a. Nevertheless, its maximum transport is slightly less than 2 615 

Sv. In contrast, the depth-space overturning profile at OE is well-defined, with a maximum 

transport of about 8.2 Sv. There are cancellations of southward and northward transports in 

density space as well (top panels). The maximum transports are 5.3 and 14.0 Sv for OW and OE, 

respectively. We note that these transports in σ" space are larger than the corresponding 

transports of 3.8 and 12.9 Sv in σ! space presented in Fig. 6. These indicate that while the ratio 620 

of the transports at OE and OW is 3.4 in σ!, it drops to 2.6 in σ" space, representing a 25% 

reduction. We will come back to this point later in the manuscript. 
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It is interesting to note that some degree of cancellation of northward and southward flows in 

OSNAP occurs at all depths. In density space, these cancellations are less uniform, especially at 

OW where they are pronounced for σ" > 36.9 kg m-3. At OE, any cancellation is confined to 625 

intermediate density classes with not much cancellation of northward flow of σ" < 36.4 kg m-3 in 

the upper 1000 m and the southward flow of σ" > 37.1 kg m-3 below ~2000 m. 

Arguably, the simulations capture observed transport features better at OE (Figs. 9 and 10) than 

at OW (Figs. 7 and 8). In all simulations, a well-defined southward transport band at high density 

classes that extends through almost the entire depth and an upper-ocean northward transport 630 

region extending from the surface to about 1500-m depth and diagonally in density from roughly 

35.5 to 36.75 kg m-3 are captured at OE. However, the northward transport band at deeper levels 

and at higher densities seen in OSNAP is largely missing in all simulations except for FSU08 and 

UKMO25. Consequently, summed northward transports do not cancel much of southward 

transports below about 1500-m depth and in high density classes. In depth space, the maximum 635 

aggregated transports at OE are between 4.5 Sv (GFDL25) and 8.9 Sv (ANU25 and ANU1) 

occurring between 750 – 1250 m, but mostly around 1000-m depth, noting that the OSNAP 

estimate is ~8.2 Sv. In σ" space, the maximum aggregated transports range from about 10 Sv in 

E3SM27 to about 15 Sv in ANU1, ANU25, CMCC06, NCAR10, and NCAR1, bracketing the 

OSNAP transport of 14 Sv. While most simulations show a density range of 35.75 to 37.25 kg m-640 
3 for the positive transport segment in σ" profiles in agreement with OSNAP, this range is much 

narrower in ANU25 and FSU72, remaining between about 36.25 and 36.75 kg m-3 (top panels for 

all simulation sets). The secondary peak near 36.9 kg m-3 seen in OSNAP is present in FSU08, 

NCAR1, and NOC1, likely due to larger northward flows near this density in these simulations 

compared to the other simulations. Among the simulations, FSU08 and FSU72 exhibit somewhat 645 

noisier transports in depth – density binned transports, likely due to the choice of their hybrid 

vertical levels. 

At OW, the simulations appear to struggle to capture observed binned transport features in depth 

– σ" panels with notable differences among the simulations as well. Although these binned 

transports show similar transport magnitudes to those at OE, their summed and aggregated 650 

transport magnitudes are smaller than at OE, consistent with observations. There are cancelling 

southward and northward transports in both depth and σ" space and most simulations reproduce 
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the observed structure of the aggregated transports reasonably well. In depth space, the 

maximum transports are mostly around 2 Sv within 1000-2000-m depth range, with a few 

exceptions. Specifically, ANU1, E3SM27, and GFDL25 have rather weak transports of about < 655 

0.5 Sv. In E3SM27, there is essentially no significant transport at OW. In ANU1 and GFDL25, 

there are significant cancellations between southward and northward transports. While some 

simulations exhibit noise in their summed southward and northward transport profiles which are 

cancelled in the aggregated transports, such noise is particularly large and remains in aggregated 

transport profiles in FSU08 and FSU72. In density space, E3SM27 does not show any notable 660 

transports for σ" > ~36 kg m-3. At the opposite end, NCAR1 has the highest transport with 13.1 

Sv (off scale in Fig. 8). 
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Figure 7. Time-mean transports at OW in depth and density (σ") space from OSNAP and from 

ANU10, ANU25, ANU1, CMCC06, CMCC25, E3SM27, FSU08, FSU72, and GEOMAR05. In 665 

each set, the bottom left panels show southward (blue) and northward (red) transports in Sv. The 
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bottom right panels are the summed transports in depth space with the thin blue, red, and black 

lines displaying the southward, northward, and total, i.e., the sum of the southward and 

northward, transports, respectively. Similarly, the top panels show the summed transports in 

density space. In the right and top panels, the thick black lines are the respective overturning 670 

transports with aggregation (integration) starting from the bottom and the densest bin for depth 

and density space, respectively. 
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Figure 8. Same as in Fig. 7, but for GEOMAR25, GFDL25, NCAR10, NCAR1, NCAR67, 

NOC08, NOC25, NOC1, and UKMO25. The density-space aggregated maximum transport in 

NCAR1 is 13.1 Sv. 675 
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Figure 9. Same as in Fig. 7, but for transports at OE. 
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Figure 10. Same as in Fig. 8, but for transports at OE. 
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To expand upon our earlier discussion, we assess the impacts of using different potential 

densities on overturning transports considering the scatter plots presented in Fig. 11. Panels a-c 680 

show the time-mean maximum transport magnitudes as a function of σ! and σ" densities for the 

OW, OE, and total transports, respectively. For OW and the total, the σ" transports are 

consistently higher than those in σ! in all simulations, on average, by 2.47 Sv and 1.74 Sv, 

respectively. At OE, all but one simulations are larger in σ" than in σ! with an average increase 

of 1.19 Sv which is smaller than those for OW and the total. To quantify these transport changes, 685 

we first compute the ratios of OW and OE transports for σ! and σ" separately which can be 

denoted as 𝑅*% and 𝑅*&, respectively. We then produce a scatter plot of 𝑅*&/𝑅*% presented in 

Fig. 11d. This measure considers the relative changes in the maximum transports with density at 

both OW and OE. The figure shows that this ratio exceeds unity for all simulations, with most of 

them clustering roughly between 1.2 – 1.5, indicating larger OW contributions in σ" space 690 

compared to those of σ!. ANU25 and FSU72 have the largest ratios with ~1.9 and 2, 

respectively. We note that the spread of the LR simulations is much larger than that of the HR 

simulations, which cluster around a ratio of 1.3. These model-based findings are consistent with 

the OSNAP observations which are included as black dots in all the panels, showing roughly a 

middle-of-the-pack value of ~1.4 in Fig. 11d.  695 
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Figure 11. Scatter plots of time-mean maximum transports in σ! vs. σ" space for (a) OW, (b) OE, 

and (c) total. (d) Scatter plot of 𝑅*&/𝑅*% (see text) as a function of the total transport in σ! space. 

The low- and high-resolution simulations are indicated by dots and stars, respectively. The 

regression lines (excluding OSNAP) along with their coefficients are included in each panel. The 

gray one-to-one lines are also shown for reference in (a-c).  700 

6  Transport Standard Deviations in 𝛔𝟐 Space 

We examine the variability of maximum transports, considering the scatter plots of time-mean 

maximum transports and their monthly SDs given in Fig. 12 for OW, OE, and their total. 

Obtained in σ" space, these plots show statistically significant correlations between the strength 

of the maximum transports and the amplitudes of variability at both OW and OE. While all the 705 

simulations are subject to the same external variability, their SDs differ considerably due to 

differing internal variabilities, primarily in response to buoyancy forcings: especially at high 

latitudes, convective / deep-water formation events can differ across simulations. The simulated 

mean SDs are slightly higher at OE than at OW, but the spread of the simulated SDs is larger at 

OW than at OE. While OSNAP SD (= 1.64) at OW is lower than those of most simulations, 710 

OSNAP SD (= 3.18) at OE is larger than in all simulations. Relatedly, there are 10 and 15 

simulations within 1 SD of the observational maximum transports at OW and OE, respectively. 
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At OW, CMCC25, NCAR67, NOC1, and NOC25 are the closest to OSNAP SD. Here, FSU08 

and NCAR1 have the largest SDs (> 3.5), and E3SM27 shows the smallest SD with ~0.5. At OE, 

SDs of ANU1, NCAR10, and NCAR1 are in better agreement with that of OSNAP, and E3SM27 715 

and GEOMAR25 SDs of < 2 are the lowest among the simulations. For the total transports, 

OSNAP SD is again larger than those of nearly all simulations, with FSU08 and GFDL25 closest 

to it. E3SM27, GEOMAR05, GEOMAR25, and CMCC25 have the lowest SDs with < 2.0.  

Figure 12. Scatter plots of time-mean maximum transports vs. their monthly standard deviations 

(SDs) in σ" space for (a) OW, (b) OE, and (c) total. The horizontal dashed lines show the 720 

respective mean SDs with shading indicating their ± 1 SDs. The vertical shaded areas indicate ± 
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1 SD ranges for OSNAP maximum transports. The low- and high-resolution simulations are 

indicated by dots and stars, respectively. The correlation coefficients (excluding OSNAP) are 

included in each panel with the bold font indicating statistical significance at the 95% confidence 

level, calculated using a 2-sided Student’s t-test. The regression lines are also shown in panels 725 

with statistically significant correlations. 

7  Temperature – Salinity Diagrams 

We next consider (potential) temperature – salinity (T-S) diagrams for depths > 500 m as 

depicted in Figs. 13-16. These are based on monthly mean data and densities are in σ" space. We 

note that some of the differences in the spread of T and S values among the panels, especially at 730 

mid-depths, are due to the use of each model’s native vertical grid. We further note that because 

we are primarily interested in deep and abyssal ocean properties and for clarify of our analysis, 

we choose to use a 500-m cutoff depth here to exclude even larger spreads in the upper ocean 

which result from the models’ fine vertical resolutions near the surface. For OW (Figs. 13 and 

14), T-S diagrams span 1 – 7 °C in temperature and 34.5 – 35.2 psu in salinity to cover the spread 735 

of the simulations. As with the previous figures, we only highlight several key features for 

brevity. In OSNAP, S is rather uniform around 34.9 psu for depths > ~1500 m. As such, waters 

with σ" > 37.0 kg m-3 attain those densities primarily through cooling from roughly 3 °C to about 

1.5 °C. All the simulations also show dense waters with σ" > 37 kg m-3 at depth, consistent with 

OSNAP, but there are differences in their T and S properties. Except for FSU08 and UKMO25, 740 

the simulations have a rather thin, line-like, diagonal structure at high density classes. Most 

simulations show densification through high-to-low T and S. However, in ANU25, CMCC25, 

FSU08, GEOMAR25, NOC25, and UKMO25 densification occurs primarily through cooling at 

relatively constant S. In contrast with all the other simulations, and indeed OSNAP, NCAR67 has 

densification due to both lower T and higher S values. The discontinuous nature of T and S 745 

properties in FSU08 and FSU72 reflect the HYCOM’s discrete isopycnic coordinates. We also 

note that FSU27 does not appear to show much density distribution at depth. Among the 

simulations, UKMO25 attains densities greater than 37.0 kg m-3 with the highest S and warmest 

T values among the simulations likely due to too high S associated with the overflow waters (see 

below).  750 



  

 36 

At OE (Figs. 15 and 16), we employ wider ranges than at OW for both T and S, i.e., 1 – 12 °C 

and 34.5 – 36.0 psu, respectively. The observations show a diagonal band extending from high T 

(~10 °C) and S (~35.4 psu) to lower T (~1.2 °C) and S (~34.9 psu) values with a maximum 

density of ~37.2 kg m-3 around 3000-m depth. Like OW, the deep ocean has a rather uniform S, 

and densification is due to colder T. This diagonal structure is reproduced by all the simulations. 755 

However, all but three have maximum densities of about 37.0 kg m-3. In FSU08, NCAR1, and 

UKMO25, the maximum densities are closer to the observed values, but with slightly saltier and 

warmer waters. FSU08, FSU72, and NCAR67 show a discontinuous (banded) T and S structure, 

reflecting their density layers. Again, FSU72 does not seem to capture high-density classes. 

High density classes at OE are thought to be associated with the properties of the Denmark Strait 760 

(DS) and Faroe Bank Channel (FBC) overflows. Observational estimates of the product water T 

and S are 2.1 °C and 34.84 psu for DS (Legg et al., 2009; Girton & Sanford, 2003) and 3.3 °C 

and 35.1 psu for FBC (Legg et al., 2009; Mauritzen et al., 2005). OSNAP shows much colder 

water masses than the above estimates for DS and FBC overflows. This discrepancy may be due 

to different observational periods that these estimates are based on. As stated above, among all 765 

the simulations, only FSU08, NCAR1, and UKMO25 reach maximum densities closest to the 

observed values at OE. Among these, NCAR1 uses an overflow parameterization to represent the 

DS and FBC overflows. In NCAR1, the parameterization (Danabasoglu et al., 2010) appears to 

maintain distinct properties of the two overflow waters. In UKMO25, the overflow waters are 

warmer and saltier than observed. This is probably due to a synergy between their hybrid vertical 770 

coordinate system and the large-scale T and S biases affecting their North Atlantic subtropical 

and subpolar gyres. While their hybrid vertical grid is able to significantly reduce numerical 

diapycnal mixing when simulating the Nordic overflows, this inevitably results in transporting 

the density-compensated T and S biases of the upper water column down to greater depths (see 

Bruciaferri et al. 2024 for the details). FSU08 is the only simulation that has minimum 775 

temperatures colder than 2 °C, closer to those observed at OE. 
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Figure 13. Monthly mean potential temperature – salinity diagrams at OW for depths > 500 m 

from OSNAP and from ANU10, ANU25, ANU1, CMCC06, CMCC25, E3SM27, FSU08, 
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FSU72, and GEOMAR05. The background density contours are based on σ" densities. The 

colors represent depth.  780 
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Figure 14. Same as in Fig. 13, but for GEOMAR25, GFDL25, NCAR10, NCAR1, NCAR67, 

NOC08, NOC25, NOC1, and UKMO25. 
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Figure 15. Same as in Fig. 13, but for potential temperature – salinity at OE. 
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Figure 16. Same as in Fig. 14, but for potential temperature – salinity at OE. 
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8  Temperature, Salinity, and Density Biases  785 

Figure 17 presents the scatter plots of the upper-ocean (0 – 700 m) and section-average T, S, and 

σ" biases against the respective maximum transports in σ"	space at OW and OE to provide a 

quantitative assessment of these biases and their relationships with the overturning transports. 

The biases are computed with respect to the gridded T and S data from the OSNAP observations 

(Sect. 2.1). At OW, the number of simulations with negative and positive T biases is roughly 790 

evenly split with all, but two, within a range of –0.5 and +0.5 °C (Fig. 17a). The exceptions are 

FSU72 and NCAR1 with respective biases of about –1.15 and 0.70 °C. There is no statistically 

significant relationship between these T biases and the transports. In contrast, the relationship 

between the S biases and the transports is significant, showing generally larger (smaller) 

transports with positive (negative) S biases (Fig. 17b). Many of the simulations have biases 795 

within a range of –0.1 and +0.1 psu, but most (11) have a salty bias. While the largest fresh 

biases occur in ANU25 and FSU72 with –0.21 psu, the largest salty bias is in NCAR1 with +0.22 

psu. In density, except for ANU25 and E3SM27, the biases are within a range of about –0.03 and 

+0.10 kg m-3, with no significant relationship with the transports (Fig. 17c). ANU25 and 

E3SM27 show negative density biases of about –0.21 and –0.15 kg m-3, respectively. In about 800 

half of the simulations, T and S biases compensate each other in their contributions to density. At 

OE, both T and S biases are strongly correlated with the transports, indicating generally larger 

transports with warmer and saltier biases (Figs. 17d and e). However, a large majority of the 

simulations has cold and fresh biases of up to about –0.9 °C and –0.12 psu. NCAR1 has the 

largest warm (~ +1.1 °C) and salty (0.22 psu) biases among all the models. ANU1 is a close 805 

second with warm and salty biases of +0.6 °C and +0.2 psu, respectively. These biases 

substantially compensate each other in density, producing no significant relationship between the 

density biases and the transports (Fig. 17f). Most of the simulations show a positive density bias 

of < +0.1 kg m-3. We note that the sign and magnitude of these T, S, and σ" biases do not reveal 

any systematic dependencies on model resolution.   810 

Finally, we show the scatter plots of the spatial-averaged T, S, and σ"	density biases against the 

maximum total transport in σ" space in Fig. 18, where the biases are with respect to the EN4 

dataset (Good et al., 2013). A goal is to briefly explore relationships between the overturning 

transports and the upper-ocean hydrographic properties considering broader regions. So, the 
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biases are calculated in the upper 700 m separately for the Labrador Sea (60°-45°W and 50°-815 

65°N) and Irminger Sea (45°-25°W and 50°-65°N) regions (see Fig. 1 for these regions), chosen 

as two representative areas. In the LS, there are generally larger (smaller) overturning transports 

with positive (negative) T and S biases, with most simulations showing warm and salty biases 

(Figs. 18a and b). While FSU72 has the largest cold bias with –0.75 °C, NCAR1 and UKMO25 

are the warmest models with biases of slightly larger than +0.5 °C. In salinity, ANU25 and 820 

E3SM27 are the freshest models – both with biases of around –0.2 psu, while UKMO25 has the 

largest salty bias with 0.4 psu. These T and S biases partially compensate each other in their 

contributions to density in 13 simulations, but the resulting density biases in the LS are all 

positive except for ANU25 and E3SM27 (Fig. 18c). These positive biases primarily reflect those 

of S as density changes are largely determined by S at low temperatures. No statistically 825 

significant relationship exists between the LS density biases and the transports for the LS. In the 

Irminger Sea, the simulations show generally cold biases, with an even split of fresh and salty 

biases among the simulations (Figs. 18d and e). There is a tendency towards larger (smaller) 

overturning transports with positive (negative) T and S biases, but this relationship is statistically 

significant only for S. ANU10 and FSU72 have the largest cold and warm biases with about –830 

0.85 °C and +0.65 °C, respectively. E3SM27 and UKMO25 bracket the S biases on opposite 

sides with bias magnitudes of ~0.2 psu. As in the LS, T and S biases partially compensate each 

other in their contributions to density in 13 simulations in the Irminger Sea (Fig. 18f). The 

resulting density biases are largely positive, due either to negative T or positive S biases. Again, 

there is no statistically significant relationship between the Irminger Sea density biases and the 835 

transports. As in Fig. 17, the sign and magnitude of these broader region T, S, and σ" biases do 

not show any systematic dependencies on model resolution. 
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Figure 17. Scatter plots of the upper-ocean (0-700 m) and section average, time-mean (a, d) 

temperature, (b, e) salinity, and (c, f) σ" density biases against the time-mean maximum 

transports in σ" space at OW (top panels) and OE (bottom panels). The black dots in each panel 840 

show the OSNAP transports plotted against no bias. The low- and high-resolution simulations are 

indicated by dots and stars, respectively. The correlation coefficients (excluding OSNAP) are 

included in each panel with the bold font indicating statistical significance at the 95% confidence 

level, calculated using a 2-sided Student’s t-test. The regression lines are also shown in panels 

with statistically significant correlations. 845 
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Figure 18. Scatter plots of the Labrador Sea (LS; upper panels) and the Irminger Sea (IR; lower 

panels) upper-ocean (0–700 m average), time-mean (a, d) temperature, (b, e) salinity, and (c, f) 

σ" density biases against the time-mean maximum total transport in σ" space. The Labrador and 

Irminger Sea regions are bounded by 60°-45°W and 50°-65°N, and 45°-25°W and 50°-65°N, 

respectively (the dark and light purple boxes in Fig. 1, respectively). The low- and high-850 

resolution simulations are indicated by dots and stars, respectively. The correlation coefficients 

(excluding OSNAP) are included in each panel with the bold font indicating statistical 

significance at the 95% confidence level, calculated using a 2-sided Student’s t-test. The 

regression lines are also shown in panels with statistically significant correlations. 

9  Summary and Conclusions 855 

We have presented a comparison of simulated and observed transports and related properties, 

including hydrographic characteristics, across the OSNAP sections for the ~2014-2022 

observational period. Our effort aims to provide a benchmark for the modeling community for 

evaluations of their simulations at OSNAP, considering both depth and density space transports. 

There are 9 participating groups from around the world providing 18 simulations with 6 different 860 

ocean models. These FOSI simulations use a common set of atmospheric datasets, largely 

following the OMIP protocol. The horizontal resolutions of the simulations range from coarse 

nominal 1° to eddy-resolving resolutions of 0.1°-0.05°. In the vertical, many of the simulations 
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use depth / level coordinates, but a few simulations employ hybrid coordinates. The number of 

vertical levels / layers varies from 36 to 98, with most models using between 46 and 75. 865 

Our analysis clearly demonstrates that the simulated transports are, in general, in broad 

agreement with those of observational estimates. Specifically, the transports are larger at OE than 

at OW with the total transports dominated by those of OE. There are, of course, many differences 

between the simulations and observations as well as among the individual simulations in details 

of the transport properties. These include differences (or biases) in the maximum transport 870 

densities, transport directions and magnitudes in a given density class or depth, phase of the 

seasonal cycle of the transports, and T and S properties. A notable difference from OSNAP 

occurs at OE where a large majority of the simulations have positive transports with negative 

slopes for densities < ~27.3 kg m-3, contrasting with observations which show a much steeper 

negative density slope and nearly no net flow for densities < 27.2 kg m-3. There are also 875 

seemingly small differences in high density classes at OW. While these high-density transports 

are themselves relatively small, they can play an outsized role in downstream low-frequency 

AMOC variability (Yeager et al., 2021). NCAR1 seems to be an outlier in its representation of 

transports at OW with its rather large maximum transport magnitude. 

Analyzing overturning circulations in both depth and density space together provides a more 880 

complete picture of overturning properties and features. Our preferred approach uses binned 

southward and northward transports in Sv as a function of depth and density as a starting point, 

similar to that used in Zhang & Thomas (2021). These depictions provide a clear view of how 

these transports are distributed across both depth and density space. They can then be summed or 

aggregated either in depth or density space to produce the velocity and the more familiar 885 

overturning transport profiles. In both the simulations and observations, northward and 

southward flows substantially cancel each other, producing much smaller total velocities. Such 

cancellations tend to be much more prominent (larger) in depth space than in density space. As 

discussed in Zhang & Thomas (2021), these cancellation differences in depth- and density-space 

depend on density differences of horizontally circulating water masses, i.e., isopycnal slopes. In 890 

general, the simulations seem to capture the observed transport features better at OE than OW. 

Not surprisingly, the total velocity and transport profiles tend to agree better between the 

simulations and observations due to summations involved. However, actual binned transports 

show large differences in their depth and density ranges among the simulations and with the 
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observations, i.e., similar-looking northward or southward transports may occur at differing 895 

depths and / or densities. 

The simulations show T and S biases of both signs in the upper ocean at both OW and OE.  

Statistically significant relationships exist between overturning transports and S biases at OW 

and transports and both T and S biases at OE. Specifically, larger (smaller) transports are 

associated with positive (negative) T and S biases. In about half of the simulations, T and S 900 

biases compensate each other in their contributions to density, and there is no evident 

relationship between density biases and the corresponding section transports. When broader 

regions are considered for such bias calculations, i.e., the LS and the Irminger Sea rather than 

just the OSNAP sections, we again find larger (smaller) overturning transports with positive 

(negative) T and S biases, but no such evident relationship with density biases. The LS typically 905 

shows warm and salty biases. In contrast, the simulations show mostly cold biases in the 

Irminger Sea region, with roughly an even split of fresh and salty biases among the simulations. 

While the LS density biases are largely determined by those of salinity, both temperature and 

salinity biases contribute to the density biases in the Irminger Sea. 

The transport profiles from high-resolution simulations show better agreement with OSNAP than 910 

those of the low-resolution simulations, particularly in the high-density classes. There are also 

significant improvements in the representation of the seasonal cycle of the transports as well as 

the transports at OW with the high-resolution version of the NCAR model compared to its low-

resolution counterpart. However, for some of the other metrics considered in our analysis, the 

high-resolution simulations face similar challenges as the low-resolution ones, with no obvious 915 

improvements. These issues may be related to different levels of bias compensations or to 

differences in the representation of certain processes, such as overflows and (sub)meso-scale 

eddies, in both low- and high-resolution simulations.  

An important finding is that when transports are calculated in σ" space, rather than the σ! space 

used in observations, transports at both OW and OE increase. Specifically, in observations, the 920 

OE transport increases by 1.1 Sv from 12.9 to 14.0 Sv, while the OW transport increases by 1.5 

Sv from 3.8 to 5.3 Sv, representing a reduction of the OE / OW transport ratio from 3.4 to 2.6. 

On average, model simulations show increases of 2.47 and 1.19 Sv for OW and OE, respectively. 

A comparative measure of these changes, also taking the changes in the OE transports into 
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consideration, indicates that the relative contribution of OW transports increase by about ~35% 925 

in both observations and simulations. We think that using potential densities referenced to a 

depth of 2000 m provides a more accurate depiction of deep transports relevant for our analysis. 

Therefore, we recommend employing σ" densities going forward. 

When transports are reported in density space, it is important to provide details of exactly how 

they are obtained for apples-to-apples comparisons. Specifically, the density space overturning 930 

timeseries usually use monthly maximum transports which occur at different densities for each 

month. Then, these monthly maximum transports are averaged to produce, say, annual-mean 

values. Due to the inherent nonlinearity of this process, when annual-mean transports are 

calculated based on monthly mean transport profiles, the latter maximum transports differ 

modestly from those obtained with the former approach. This difference results from substantial 935 

changes of the density at which the maximum transport occurs each month. In contrast, such a 

problem with the nonlinearity of the overturning strengths is much more muted in depth space 

calculations as the depth of the maximum transport does not change substantially from month to 

month (see Fig. S1 of Lozier et al., 2019). Transports computed from averaged profiles will be 

always smaller than those derived from averaging the monthly maximum transports. Indeed, 940 

these differences can be ~2 Sv for the OE and total transports in observations (~15 Sv vs. ~13 

Sv) as reported in Lozier et al. (2019). 

The OSNAP observations have been incredibly valuable in providing separate overturning 

transport estimates for the eastern subpolar gyre and the LS sides. These datasets have been used 

in evaluation of model simulations as described in this manuscript. Now available for the 8-year 945 

period from August 2014 to July 2022, the OSNAP observations provide a comprehensive view 

of the respective roles of the eastern and western sections on inter-annual (or sub-decadal) time 

scales. While the model simulations are in general agreement with the OSNAP observations 

regarding the respective transport magnitudes during this observational period, studies that 

attribute a prominent role for the LS primarily focus on decadal-to-multi-decadal time scales, 950 

which cannot be evaluated against observations yet. Therefore, it is important to continue the 

OSNAP observational program so that they can provide future guidance on longer time scales.  
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Table 1. Summary of the ocean and sea-ice models in alphabetical order according to the 
participating group name (first column). The table includes, in order, the label used in this study 
for the listed configuration and resolution; the name of the combined ocean – sea-ice 955 
configuration (if any); the ocean model name and its version number; the sea-ice model name 
and its version number; vertical coordinate and number of layers / levels in parentheses; and the 
nominal horizontal resolution in degrees.  
 
Group Label Configuration Ocean 

Model 
Sea-ice 
Model 

Vertical 
Grid 
(number 
of levels) 

Nominal 
Horizontal 
Resolution 
(°) 

ANU ANU10 ACCESS-
OM2-01 

MOM 5.1 CICE 
5.1.2 

z* (75) 0.1 

 ANU25 ACCESS-
OM2-025 

MOM 5.1 CICE 
5.1.2 

z* (50) 0.25 

 ANU1 ACCESS-
OM2 

MOM 5.1 CICE 
5.1.2 

z* (50) 1 

CMCC CMCC06 GLOB16 NEMO 
3.6 

LIM 2 z (98) 0.0625 

 CMCC25 ORCA025 NEMO 
3.6 

CICE 
4.1 

z (50) 0.25 

FSU FSU08  HYCOM  CICE 4 hybrid 
(36) 

0.08 

 FSU72  HYCOM  CICE 4 hybrid 
(41) 

0.72 

GEOMAR GEOMAR05 VIKING20X NEMO 
3.6 

LIM 2 z (46) 0.05 / 0.25a 

 GEOMAR25 ORCA025 NEMO 
3.6 

LIM 2 z (46) 0.25 

GFDL GFDL25 OM4 MOM 6 SIS 2 hybrid 
(75) 

0.25 

LANL  E3SM27  MPAS-
Ocean 

MPAS-
SeaIce 

z* (64) ~0.27 (~30 
km)b 

NCAR NCAR10  POP 2 CICE 4 z (62) 0.1 
 NCAR1  POP 2 CICE 4 z (60) 1 
 NCAR67  MOM 6 CICE 6 hybrid 

(75) 
0.67 

NOC NOC08 GO8p7 NEMO 
4.0.4 

SI3 z* (75) 0.08 
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 NOC25 GO8p7 NEMO 
4.0.4 

SI3 z* (75) 0.25 

 NOC1 GO8p7 NEMO 
4.0.4 

SI3 z* (75) 1 

UKMO  UKMO25 GO8p7 NEMO 
4.0.4 

SI3 z* (75)c 0.25 

a Uses a 0.05° Atlantic grid (33.5°S to ~65°N), two-way nested within a global 0.25° grid 960 
(ORCA025). 
b Uses an unstructured grid with a nominal horizontal resolution of 30 km which is roughly 0.27° 
at the Equator. 
c Uses embedded hybrid terrain-following layers only in the Nordic overflow regions via 
localized multi-envelope generalized vertical coordinates.  965 
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Table 2. Summary of the surface freshwater / salt fluxes and sea surface salinity (SSS) restoring 
choices for each model configuration (first column). The salt vs. water column indicates the type 
of surface fluxes used for hydrological forcing with water and salt denoting real freshwater and 
virtual salt fluxes, respectively. The SSS restoring time scales are given in days over a 50 m 
length scale. The NEMO-based models convert salinity restoring to a freshwater flux (denoted as 970 
fw in the column). The other groups apply salinity restoring as a salt flux. The region column 
indicates the region over which the salinity restoring is used. An asterisk denotes that a limit of 
0.5 psu is imposed to constrain the magnitude of mismatch between the model and observed 
SSS. A superscript + indicates that surface restoration is capped to not exceed 4 mm day-1 in 
magnitude. The under sea ice column shows whether restoring is applied under sea-ice covered 975 
areas. The remove global-mean restoring column indicates whether the model subtracts the 
global mean of restoring fluxes. Finally, the normalize freshwater fluxes column refers to 
whether some sort of normalization to the sum of precipitation, evaporation, and runoff fluxes is 
applied to reduce drift. 
 980 
Label Freshwater 

Fluxes via 
Virtual 
Salt vs. 
Water 

SSS 
Restoring 
Time 
Scale 
(day) 

SSS 
Restoring 
Region 

SSS 
Restoring 
Under 
Sea Ice 

Remove 
Global-
Mean SSS  
Restoring 

Normalize 
Freshwater 
Fluxes 

ANU10a Water 455 Global* Y Y Y 
ANU25a Water 455 Global* Y Y Y 
ANU1a Water 455 Global* Y Y Y 
CMCC06 Water 365 (fw) Global N N Y 
CMCC25 Water 182.5 (fw) Global N N Y 
E3SM27 Water 365 Global Y Y N 
FSU08b Salt 60 Global* Y Y N 
FSU72b Salt 60 Global* Y Y N 
GEOMAR05 Water 365 Global*, c N N Y 
GEOMAR25 Water 365 Global*, c N N Y 
GFDL25 Salt 300 Global Y Y Y 
NCAR10 Salt 365 Global Y Y Y 
NCAR1 Salt 365 Global Y Y Y 
NCAR67 Salt 300 Global Y Y Y 
NOC08 Water 1500 (fw) Global+ Y N N 
NOC25 Water 1500 (fw) Global+ Y N N 
NOC1 Water 1500 (fw) Global+ Y N N 
UKMO25 Water 1500 (fw) Global+ Y N N 
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a The restoring dataset is based on the 0.25° World Ocean Atlas 2013 v2 decav monthly 
climatology, filled into land via a conjugate gradient method. The 0-m and 10-m data are then 
averaged, horizontally smoothed, and smoothly interpolated onto the model grid. 
b The Generalized Digital Environmental Model (GDEM4) monthly climatology is used as the 
restoring dataset. 985 
c Salinity restoring is suppressed where runoff is applied as well as within an 80-km wide band 
around Greenland to not interfere with enhanced freshwater input from melting ice sheets. 
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Appendix A: Model descriptions 

A1 Australian National University (ANU) 990 

ACCESS-OM2, ACCESS-OM2-025, and ACCESS-OM2-01 are global coupled ocean – sea-ice 

model configurations at nominal horizontal grid spacings of 1°, 0.25°, and 0.1°, respectively, 

developed by the Consortium for Ocean - Sea Ice Modelling in Australia. The configurations are 

respectively labeled as ANU1, ANU25, and ANU10 in this manuscript. They are based on those 

described by Kiss et al. (2020) but updated with several improvements described below and in 995 

the Supporting Information of Solodoch et al. (2022). The two coarser resolutions also comprise 

the ocean and sea-ice components for Australia’s ACCESS-CM2 (Bi et al., 2020) and ACCESS-

CM2-025 (Huneke et al., 2025) coupled climate models. 

The ocean model is MOM5.1 (Griffies, 2012) and the sea-ice model is CICE5.1.2 (Hunke et al., 

2015); these are coupled every ocean baroclinic timestep (equal to the sea ice thermodynamics 1000 

timestep) via OASIS3-MCT v.2.0 (Valcke et al., 2013). At each resolution, the configurations use 

a common tripolar (Murray, 1996) horizontal B-grid for MOM and CICE. Grid lines are aligned 

with latitude and longitude south of 65°N, with Mercator spacing between 65°N and 65°S in 

ANU25 and ANU10, and they have a more complicated latitudinal dependence with a meridional 

refinement to 1/3° near the Equator in ANU1 (Bi et al., 2013). The ocean vertical coordinate is 1005 

z*, with a smoothly varying spacing chosen to optimize the resolution of baroclinic modes 

(Stewart et al., 2017). There are 50 levels ranging from 2.3-m thick at the surface to 219.6 m in 

the abyss in ANU1 and ANU25, and 75 levels ranging from 1.1 to 198.4-m thick in ANU10. 

Bathymetry is represented with partial cells (Adcroft et al., 1997; Pacanowski & Gnanadesikan, 

1998). The topography at all three resolutions is based on GEBCO 2014 v20150318 30 arc-1010 

second data (replacing the legacy topography files used at 1° and 0.25° in Kiss et al., 2020), with 

hand-edits in ANU1 to improve the flow in some straits, e.g., the Denmark Strait, Iceland-Faroe 

Strait, the Strait of Gibraltar, the Lombok, Ombai, Timor, Makassar Straits, the Caribbean, and 

the Drake Passage. 

The configurations are designed to be as similar as possible at the three resolutions, but there are 1015 

some unavoidable differences due to the differing resolution of eddies. The Gent and 

McWilliams (GM; 1990) scheme is used in ANU25 and ANU1 to parameterize advective 

transports due to unresolved eddies via a skew diffusive implementation (Griffies, 1998). The 
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GM diffusivity has a spatial structure determined according to the baroclinic zone setting of 

Griffies et al. (2005) and has a maximum value of 200 m2 s-1 in ANU25 and 600 m2 s-1 in ANU1. 1020 

A neutral diffusivity for tracers (Griffies et al., 1998) is included with a horizontal scaling 

according to Hallberg (2013) with a maximum value of 200 m2 s-1 in ANU25 and a constant 

value of 600 m2 s-1 in ANU1. Neither of these parameterizations are active in ANU10. The K-

profile parameterization (KPP; Large et al., 1994), Lee et al. (2006) barotropic tidal drag and 

mixing, and the Simmons et al. (2004) bottom intensified mixing schemes are used, with 1025 

background vertical viscosities of 10-4 m2 s-1 in all configurations and background vertical 

diffusivities following Jochum (2009) for ANU1, no background vertical diffusivity in ANU25, 

and a constant value of 10-6 m2 s-1 in ANU10. ANU1 also uses downslope mixing (Beckmann 

and Doscher, 1997; Doscher and Beckmann, 2000; Campin and Goosse, 1999). The Fox-Kemper 

et al. (2008) parameterization of submesoscale eddy-driven mixed-layer restratification is used in 1030 

all configurations.  

In all three configurations, the ocean equations of state and freezing temperature are from Jackett 

et al. (2006). The prognostic salinity and temperature variables are practical salinity and 

conservative temperature (converted from potential temperature initial conditions via TEOS-10). 

Sea surface salinity is restored to World Ocean Atlas 2013 v2 (WOA13) monthly climatology 1035 

with a piston velocity of 50 m over 455 days (including under sea ice) in all 3 simulations. The 

ocean albedo is latitude dependent (Large and Yeager, 2009). The CICE configuration uses 5 

thickness categories, with four ice layers and one snow layer for the thermodynamics, and an ice 

salinity (for the purposes of coupling) of 5 psu. The wind stress calculation uses relative velocity 

over both the ocean and sea ice. 1040 

Runs at all three resolutions started from initial temperature and salinity from the WOA13 

January-mean climatology. ANU1, ANU25, and ANU10 were forced by 6, 6, and 4 consecutive 

61-year cycles, respectively, of the JRA55-do v1.4.0 atmospheric datasets for the 1958-2018 

period. The final cycle was then extended through 2019 using JRA55-do v1.5.0, and then 

through 2020-2022 inclusive using JRA55-do v1.5.0.1. This last cycle constitutes the data used 1045 

in this study. Output from ANU1 and ANU25 were contributed to CMIP6 through the OMIP2 

experiments (see Mackallah et al., 2022). 
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The performance of ACCESS-OM2 at different resolutions is assessed and compared to other 

models and / or to available observations for the Arctic Ocean in Wang et al. (2024); for mixed 

layer depths in Treguier et al. (2023); for the deep Atlantic multidecadal variability in Yang et al. 1050 

(2024); and (for the older Kiss et al. (2020) configurations) for the AMOC in Hirschi et al. 

(2020).  

A2 Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC) 

The CMCC foundation provided the global ocean – sea-ice model configurations, both built on 

the NEMO modeling framework, at nominal horizontal grid spacings of 0.25° (ORCA025) and 1055 

0.0625° (GLOB16). The configurations are respectively labeled as CMCC25 and CMCC06 in 

this manuscript. Details of the latter configuration and an evaluation of its simulation are given in 

Iovino et al. (2023). 

CMCC06 is a global, eddying configuration of the ocean and sea-ice system. The model is based 

on its first implementation documented in Iovino et al. (2016), where the ocean component is 1060 

upgraded from version 3.4 to version 3.6 stable (Madec and the NEMO Team, 2016). Its high 

computational cost does not permit long evaluation simulations and, therefore, it is simply set up 

using our best practices based on a forecasting application (Cipollone et al., 2020; Masina et al., 

2021).  

This eddy-rich configuration makes use of a non-uniform tripolar grid with a nominal 1/16° 1065 

horizontal resolution (6.9 km at the Equator, reducing poleward). The grid consists of an 

isotropic Mercator grid between 60°S and 20°N and a non-geographic quasi-isotropic grid north 

of 20°N. The minimum grid spacing is ∼2 km around Victoria Island, and the meridional scale 

factor is fixed at 3 km south of 60°S. Ocean and sea ice are on the same horizontal grid. The 

vertical coordinate system is based on fixed depth levels and consists of 98 vertical levels with a 1070 

grid spacing increasing from approximately 1 m near the surface to 160 m in the deep ocean. 

The ocean component is a finite-difference, hydrostatic, primitive-equation general circulation 

model, with a linearized free sea surface, a free-slip lateral friction condition, and an Arakawa C-

grid. A biharmonic viscosity scheme with a coefficient of -0.5 × 1010 m4 s-1 is used in the 

horizontal directions. Lateral tracer diffusion, set at 80 m2 s-1, is along isoneutral surfaces using a 1075 

Laplacian mixing. Tracer advection uses a total variance dissipation (TVD) scheme (Zalesak, 
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1979). Vertical mixing is achieved using a turbulent kinetic energy (TKE) closure scheme 

(Blanke & Delecluse, 1993). Background coefficients of vertical diffusion and viscosity are 1.2 

× 10-5 and 1.2 × 10-4 m2 s-1, respectively. Vertical eddy mixing of both momentum and tracers is 

enhanced in case of static instability. The turbulent closure model does not apply any specific 1080 

modifications in ice-covered regions. Bottom friction is quadratic, and a diffusive bottom 

boundary layer scheme is included. All configurations use the EOS80 equation of state (Fofonoff 

& Millard, 1983), with potential temperature and practical salinity as prognostic state variables. 

The ocean component is coupled to the Louvain-la-Neuve sea Ice Model version 2 (LIM2; 

Timmermann et al., 2005) for its smaller computational cost compared to the more complex 1085 

LIM3 code (Rousset et al., 2015; Uotila et al., 2017) available in NEMOv3.6. LIM2 is integrated 

as an internal module in NEMO. It uses a three-layer model for the vertical heat conduction 

within snow and ice, featuring a single sea ice category. The ice dynamics are calculated 

according to external forcing from wind stress, ocean stress, and sea surface tilt and internal ice 

stresses using a C-grid elastic–viscous–plastic rheology (Bouillon et al., 2013). 1090 

The eddy-permitting ORCA025 configuration used here is the ocean and sea-ice components of 

the CMCC coupled climate model (CMCC-CM2; Cherchi et al., 2019) and Earth system model 

(CMCC-ESM2; Lovato et al., 2022). This framework is based on the Community Earth System 

Model (CESMv1.2), in which we replaced the original ocean component with NEMOv3.6 (Fogli 

& Iovino, 2014). The ocean component is coupled to the Community Ice Code CICEv4.1 1095 

(Hunke & Lipscomb, 2010). CMCC25 has a nominal resolution of 0.25°, with 50 vertical levels, 

ranging from 1 to 400 m. The ORCA025 physical core as implemented for this OMIP simulation 

is similar to the lower resolution configuration described in Tsujino et al. (2020), except for 

resolution-dependent features, such as the eddy-induced tracer advection term which is not used 

in ORCA025. This configuration uses a biharmonic horizontal viscosity of -1.8 × 1011 m4 s-1, a 1100 

Laplacian tracer diffusivity of 300 m2 s-1, and a background vertical diffusivity and viscosity of 

1.2 × 10-5 and 1.2 × 10-4 m2 s-1, respectively. The sea-ice model includes energy-conserving 

thermodynamics (Bitz & Lipscomb, 1999), multi-category ice thickness (Bitz et al., 2001) with 

five thickness categories, and elastic–viscous–plastic ice dynamics (Hunke & Dukowicz, 1997). 

It is solved on the Arakawa B-grid, with the tracer points aligned with the ocean grid. The 1105 

coupling interface between NEMO and CICE is described in Cherchi et al. (2019) and references 

therein (Fogli & Iovino, 2014). To be able to attribute the main differences among model 
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configurations mainly to the increase in ocean resolution in the horizontal and vertical grids, the 

two configurations employ, as much as possible, the same numerical schemes and 

parameterizations, except grid-spacing-dependent parameters.  1110 

Sea surface salinity is restored to the WOA13 v2 monthly climatology. Salinity restoring is 

applied globally via an equivalent-surface freshwater flux using restoring time scales of 365 and 

182.5 days over 50 m in CMCC25 and CMCC06, respectively. There is no salinity restoring 

under sea-ice-covered areas. The two sea-ice models used in the two systems employ different 

bulk ice salinity values that affect the salt release from the sea ice to the ocean. In CICE, a 1115 

reference sea-ice salinity value of 4 psu is used for computing the ice–ocean exchanges. In our 

version of LIM2, the freshwater (salinity) fluxes between the ice and the ocean assume a 

constant salinity of 6 psu. Over a sea ice formation and melt cycle, this produces stratification 

differences among runs and might have an impact on the large-scale ocean circulation. In wind 

stress calculations, relative winds are used over both ocean and sea ice.  1120 

Liquid runoff is deposited along the coast and distributed in the upper 20 m in CMCC25 and at 

the ocean surface in CMCC06, with no specific enhancement of the mixing in either case. The 

runoff interpolation in both configurations makes use of a globally conserving method, which 

also spreads the runoff along the coast, to compute offline remapping weights. 

Following the OMIP protocol, the ocean is initially at rest, with a sea level of 0 m and with 1125 

temperature and salinity from the World Ocean Atlas 2013 v2 (WOA13; Locarnini et al., 2013; 

Zweng et al., 2013) decav product (averaged from 1955–2012) interpolated on a 0.25° grid. For 

CMCC25, the initial sea-ice properties are taken from spin-up experiments, while initial ice 

concentration and thickness for CMCC06 are fixed to 100% with thicknesses of ~3 m north of 

70°N and ~1 m south of 60°S. 1130 

CMCC25 was integrated for six 61-year cycles (1958-2018) of JRA55-do, while CMCC06 was 

integrated over a single cycle. Only the first JRA55-do cycle is used for both simulations in this 

paper which were extended to 2022. 

A3 Florida State University (FSU) 

FSU-HYCOM is a global configuration of the HYbrid Coordinate Ocean Model (HYCOM) 1135 

(Bleck, 2002; Chassignet et al., 2003). The vertical coordinate is isopycnic in the stratified open 
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ocean and makes a dynamically smooth and time-dependent transition to terrain following in the 

shallow coastal regions and to fixed pressure levels in the surface mixed layer and unstratified 

seas. The sea-ice component uses version 4 of the Community Ice CodE (CICE4; Hunke & 

Lipscomb, 2010). Two simulations, one with a coarse resolution of 0.72° and the other with an 1140 

eddying resolution of 0.08°, are performed. They are referred to as FSU72 and FSU08, 

respectively, in the manuscript. The configurations and general features of these simulations are 

described in Chassignet et al. (2020). An in-depth evaluation of the Antarctic Circumpolar 

Current (ACC) and the AMOC in the South Atlantic Ocean are provided in Xu et al. (2020; 

2022). 1145 

In FSU72, the resolution is refined to 0.33° near the Equator, and a vertical grid of 41 hybrid 

coordinate layers is used. Vertical mixing uses the KPP (Large et al., 1994) with a background 

diffusivity of 3 ×	10-5 m2 s−1. For horizontal mixing, the simulation uses a combination of a 

Laplacian diffusive velocity of 3 cm s-1 and a biharmonic diffusive velocity of 5 cm s-1 for 

momentum and a Laplacian diffusive velocity of 3 cm s-1 for tracers. The model also includes 1150 

interface height smoothing corresponding to the GM isopycnal mixing parameterization, using a 

biharmonic operator with a diffusive velocity of 2 cm s-1 everywhere, except in the North Pacific 

and North Atlantic where a Laplacian operator with a velocity scale of 1 cm s-1 is used. 

FSU08 has 36 hybrid layers in the vertical. This vertical layer set up was retained to enable 

comparisons with previous simulations performed with other atmospheric forcing datasets. 1155 

While the vertical resolution in both FSU72 and FSU08 is lower than recommended by Stewart 

et al. (2017) for z-coordinate models, the vertical resolution is adequate to represent the first five 

baroclinic modes in the mid-latitudes and the large-scale circulation of key water masses in the 

Atlantic Ocean (Xu et al., 2023). As in the coarse resolution counterpart, vertical mixing in the 

eddying simulation uses the KPP with a background diffusivity of 3 ×	10-5 m2 s−1. For horizontal 1160 

mixing, the simulation uses a combination of a Laplacian viscosity of 20 m2 s-1 and a biharmonic 

diffusive velocity of 1 cm s-1 for momentum, a Laplacian diffusive velocity of 0.5 cm s-1 for 

tracers, and a biharmonic diffusive velocity of 1.5 cm s-1 for layer interfaces. 

Both simulations are initialized using potential temperature and salinity from the Generalized 

Digital Environmental Model (GDEM4; Teague et al., 1990; Carnes, 2009) and are integrated 1165 

using the JRA55-do datasets from 1958 to 2022 for one cycle. The Large & Yeager (2009) bulk 
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formulation is used for turbulent air–sea fluxes. Wind stress is calculated without surface ocean 

currents (i.e., using absolute winds). No restoration is applied on the sea surface temperature. 

The surface salinity is restored to the monthly GDEM4 climatology over the global domain with 

a piston velocity of 50 m over 60 days. In addition, the salinity flux at each time step is adjusted 1170 

to ensure a zero net global-mean flux. 

A4 GEOMAR 

The VIKING20X model configuration is based on NEMO version 3.6. It consists of a 0.05° 

Atlantic nest extending from 33.5°S to about 65°N, which is embedded using grid refinement 

(AGRIF; Debreu et al., 2008) into a global curvilinear 0.25°-grid ORCA025 configuration with 1175 

46 vertical levels. The model discretizes the ocean variables on an Arakawa C-grid and the sea-

ice component LIM2 (Fichefet & Morales Maqueda, 1997) on a B-grid. A parallel ORCA025 

configuration without grid refinement in the Atlantic Basin but otherwise with identical settings 

as those of the coarse grid in VIKING20X, accompanies the eddy-rich simulations. In this 

manuscript, these simulations are referred to as GEOMAR05 and GEOMAR25, respectively. 1180 

Numerics include a momentum advection scheme in vector form which conserves both energy 

and enstrophy (Arakawa and Hsu, 1990), leading to a good representation of the large-scale, 

horizontal flow field (Barnier et al., 2006). Tracer advection is formulated as a two-step flux 

corrected transport, total variance dissipation scheme (Zalesak, 1979), ensuring positive-definite 

values. Momentum diffusion is given along geopotential surfaces in a bi-Laplacian form with a 1185 

viscosity of 15 × 1010 m4 s-1. Tracer diffusion is along iso-neutral surfaces in Laplacian form 

with an eddy diffusivity of 300 m2 s-1. Diffusion parameters are adjusted for the nest grid to take 

advantage of the increased resolution. As such, the Laplacian parameter for tracers is 60 m2 s-1 

and the bi-Laplacian parameter for momentum is 6 × 109 m4 s-1. In both simulations, the 

background vertical eddy diffusivity and viscosity are set to 1 × 10-5 m2 s-1 and 1 × 10-4 m2 s-1, 1190 

respectively. 

Both simulations were run for 6 forcing cycles for the 1958-2019 period. However, at the end of 

each cycle, the simulations were extended to 2023. This study uses the solutions from the fifth 

cycles, noting that the first cycle is described in Biastoch et al. (2021) where it is referred to as 

VIKING20X-JRA-OMIP. A surface salinity restoring with a piston velocity of 50 m over 365 1195 

days is applied together with a freshwater budget correction that balances the global surface 
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freshwater fluxes to zero. Specifically, the freshwater budget is calculated on the parent grid, and 

it is then applied to both the parent and nest grids individually, in proportion to their respective 

restoring fluxes. Runoff is provided by JRA55-do and enters the ocean in the upper-most grid 

cell in a 0.25° band along the coast with a slightly wider distribution for the largest rivers. 1200 

Salinity restoring is suppressed where runoff is applied as well as within an 80-km wide band 

around Greenland to not interfere with enhanced freshwater input from melting ice sheets. 

Because the grid resolution is eddy-rich through the whole Atlantic, VIKING20X simulates well 

the large-scale circulation including realistic representations of western boundary currents, the 

path of the North Atlantic Current into the Northwest Corner, convection in the subpolar North 1205 

Atlantic, pathways of deepwater, and the AMOC (Biastoch et al., 2021; Fox et al., 2022; Rühs et 

al., 2021; Fröhle et al., 2022; Petit et al., 2023). Böning et al. (2023) used VIKING20X and 

corresponding sensitivity experiments to link Labrador Sea convection to the decadal evolution 

of the AMOC. 

A5 Geophysical Fluid Dynamics Laboratory (GFDL) 1210 

The GFDL simulation is based on the OM4 configuration using the Modular Ocean Model 

version 6 (MOM6) and the Sea Ice Simulator version 2 (SIS2), as documented in Adcroft et al. 

(2019). MOM6 and SIS2 have identical horizontal grids (Arakawa C-grid) and employ a tri-polar 

grid following Murray (1996). A Mercator grid spans from about 78°S to 65°N and matches the 

tri-polar grid at ~65°N. MOM6 uses a vertical Lagrangian-remap algorithm (Hirt et al., 1997; 1215 

Bleck, 2002) to generate a hybrid depth-isopycnal vertical coordinate. The OM4 configuration 

has a nominal 0.25° horizontal resolution and a hybrid vertical grid with 75 degrees of freedom. 

The upper ocean is in the depth coordinate, from a 2-m vertical grid interval near the surface to 

~20 m at 200-m depth. The isopycnal coordinate (referenced to 2,000 dbar) is employed in the 

region from the upper thermocline to the abyssal ocean. The ocean bathymetry is derived from a 1220 

combination of the GEBCO 30-s gridded topography (Weatherall et al., 2015) and the 

International Bathymetric Chart of the Arctic Ocean (Jakobsson et al., 2012). In the manuscript, 

this contribution is referred to as GFDL25. 

No diffusive mesoscale eddy closure is included. The model uses the energetically constrained 

parameterization of the surface boundary layer (ePBL) of Reichl & Hallberg (2018) and the 1225 

submesoscale mixed-layer restratification parameterization of Fox-Kemper et al. (2011) with a 
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submesoscale frontal length scale of 500 m. A biharmonic viscosity is employed, which is the 

maximum of the dynamic biharmonic viscosity (coefficient = 0.06) (Griffies & Hallberg, 2000) 

and the static biharmonic viscosity, u4Δ3, with u4  = 0.01 m s-1. Here, Δ is the local grid spacing.   

SIS2 has five thickness categories and uses four sea ice layers and one snow layer for the vertical 1230 

thermodynamics. A radiative transfer scheme is included to simulate the vertical profile of 

shortwave absorption. The OM4 configuration is also used as the ocean – sea-ice component of 

GFDL’s 4th generation fully coupled climate model CM4 (Held et al., 2019). 

The sea surface salinity is restored with a piston velocity of 50 m over 300 days. The simulation 

was run for 6 forcing cycles. The first 3 cycles use 60 years each (from 1958 to 2017) and the 1235 

last 3 cycles are for 61 years each (from 1958 to 2018). The general evaluation of OMIP 

simulations across multiple ocean – sea-ice models including GFDL OM4 has been documented 

in Tsujino et al. (2020).  

A6 Los Alamos National Laboratory (LANL) 

The Energy Exascale Earth System Model (E3SM) version 3 (E3SMv3) builds on previous 1240 

versions of E3SM (E3SMv2.1, Smith et al., 2024; E3SMv2; Golaz et al., 2022). The ocean 

component, MPAS-Ocean, solves the hydrostatic, incompressible equations under the 

Boussinesq approximation on a staggered Arakawa C-grid, using a two-step Adams-Bashford 

time-stepping. The vertical grid is structured and uses an arbitrary Lagrangian-Eulerian method 

with several choices of vertical coordinates (Petersen et al., 2015). The production simulations 1245 

use a free surface z* coordinate and 64 vertical levels with thicknesses from 10 m at the surface 

to over 240 m in the deep ocean with partial bottom cells. The horizontal mesh is unstructured. 

The new version 3 MPAS-Ocean horizontal mesh used in this paper is an icosahedral mesh of 

nominal horizontal resolution of 30 km and includes sub-ice-shelf cavity geometry around 

Antarctica. The ocean topography is based on GEBCO 2023, updated with BedMachine 1250 

Antarctica v3 (Morlighem, 2022) on the Antarctic shelves. Because the grid is unstructured and 

the nominal 30-km horizontal resolution is approximately 0.27° at the Equator, this contribution 

is referred to as E3SM27 in this manuscript.  

The ocean parameterizations of mesoscale eddy effects include isoneutral diffusion following 

Redi (1982), tapered near the surface and slope-limited, with a diffusivity of 400 m2 s-1 and a 1255 
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modified GM scheme following Ferrari et al. (2010) using a thickness diffusivity of 600 m2 s-1. 

These coefficients are linearly reduced in regions where the resolution lies between 30 and 20 

km, and reach zero for resolutions finer than 20 km. Restratification due to mixed layer eddies is 

represented by a submesoscale scheme following Fox-Kemper et al. (2011), with a minimum 

frontal width of 1 km and a 2-day mixing time scale. The mixed layer is represented using the 1260 

KPP scheme with a critical bulk Richardson number of 0.25. A constant background viscosity 

and diffusivity of 1.0 × 10-4 m2 s-1 is applied. The prognostic volume equation includes surface 

fluxes from the coupler; thus, virtual salinity fluxes are not needed. 

Sea ice in E3SM is represented by the version 3 of the MPAS-SeaIce dynamic-thermodynamic 

model. MPAS-SeaIce solves the sea-ice momentum equation on the B-grid of the horizontal 1265 

mesh described above. It uses the CICE Consortium’s Icepack sea-ice column physics, including 

the mushy layer thermodynamics. From v2.1 to v3, the cut-off for dynamical sea ice modeling 

was reduced from a minimum concentration of 10-3 to 10-11, and an ice mass per unit area of 10-2 

to 10-10. The ocean – sea-ice coupling uses a constant 4 psu salinity, an ice-ocean drag coefficient 

of 5.36 × 10-3, and a constant ocean heat transfer coefficient 6 × 10-3. 1270 

The simulation included in this manuscript was run for 5 cycles of the 1958-2020 period. The 

ocean-sea ice simulation starts from rest, where the ocean hydrography is initialized from the 

January 1991-2020 climatology of the World Ocean Atlas 2023 (Locarnini et al., 2024; Reagan 

et al., 2024). The sea-ice state is initialized as a uniform 1-m-thick disk of sea ice for latitudes 

north of 70°N and south of 60°S, and where ocean sea surface temperature does not exceed the 1275 

freezing point by 0.2 °C. 

A7 National Center for Atmospheric Research (NCAR) 

NCAR has three contributions: 2 simulations with POP2 and 1 simulation with MOM6. POP2-

based simulations use nominal horizontal grid spacings of 1° and 0.1°, which are referred to as 

NCAR1 and NCAR10, respectively. These configurations employ the ocean and sea-ice 1280 

components of the Community Earth System Model version 2 (CESM2; Danabasoglu et al., 

2020). The MOM6-based configuration represents a new global coupled ocean – sea-ice model 

configuration with a nominal horizontal grid spacing of 2/3° (~0.67°), noting that MOM6 is the 

new ocean component of the upcoming version of CESM, i.e., CESM3. This configuration, 
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referred to here as NCAR67, is still under rapid development, and the results presented here 1285 

provide a first assessment of our forced simulations.  

POP2 is a level (z) coordinate model with the hydrostatic and Boussinesq approximations (Smith 

et al., 2010; Danabasoglu et al., 2012a). The version used here includes several physics and 

numerical advancements as summarized in Danabasoglu et al. (2020). These include improved 

treatment of continental freshwater discharge into unresolved estuaries (Sun et al., 2019) and a 1290 

new parameterization of Langmuir mixing (Li et al., 2016). The sea-ice model is CICE version 

5.1.2 (CICE5; Hunke et al., 2015), which features new mushy-layer thermodynamics (Turner and 

Hunke, 2015) with prognostic sea ice salinity and an updated melt pond parameterization (Hunke 

et al., 2013). CICE5 runs on the same horizontal grid (B-grid) as the ocean model.  

NCAR1 utilizes a dipole grid with the grid north pole displaced into Greenland. The horizontal 1295 

resolution (nominal 1°) is uniform in the zonal direction at 1.125° but varies in the meridional 

direction from 0.27° at the Equator to ∼0.5° at midlatitudes. There are 60 levels in the vertical, 

varying from 10 m at the surface to 250 m in the deep ocean with a maximum depth of 5500 m. 

NCAR1 employs the skew-flux form of GM (Griffies, 1998), with depth-dependent GM and 

isopycnal diffusivities varying from 3000 m2 s−1 near the surface to 300 m2 s−1 (600 m2 s−1  for 1300 

isopycnal) in the deep ocean (Ferreira et al., 2005; Danabasoglu and Marshall, 2007). Near-

surface diabatic mesoscale fluxes are parameterized following Ferrari et al. (2008) and 

Danabasoglu et al. (2008) with a diffusivity of 3000 m2 s−1. Fox-Kemper et al. (2008; 2011) 

parameterization is used to include the near-surface restratification effects of submesoscale 

mixed-layer eddies. The KPP scheme – via the Community ocean Vertical Mixing (CVmix) 1305 

framework – is employed to prescribe the vertical viscosity and diffusivity coefficients as 

detailed in Danabasoglu et al. (2012a) with a turbulent Pr of 10. The background values have a 

latitudinal structure but are constant in the vertical. A tidal mixing parameterization provides 

enhanced abyssal mixing from tidally generated breaking waves (Jayne, 2009). NCAR1 uses an 

overflow parameterization to represent the density-driven flows of the Denmark Strait, Faroe 1310 

Bank Channel, the Ross Sea, and the Weddell Sea (Danabasoglu et al., 2010). Further details of 

this configuration can be found in Danabasoglu et al. (2012a; 2014; 2020). 

NCAR10 utilizes a tripole grid with the grid north poles located in North America and Asia. It is 

based on versions documented in Small et al. (2014) but has been updated to the CESM2 code 
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base. The nominal 0.1° horizontal grid varies from 11 km at the Equator to 2.5 km at high 1315 

latitudes. The vertical grid is the same as the one used in NCAR1, but it extends deeper to 

6000 m with 2 additional levels, i.e., there are 62 vertical levels. NCAR10 uses a partial bottom 

cell formulation for more accurate representation of bathymetry, but there is no overflow 

parameterization. It uses a biharmonic horizontal mixing for tracers and momentum with 

respective coefficients of -3.0 × 109 m4 s-1 and -2.7 × 1010 m4 s-1. There is no additional 1320 

parameterization of eddy-induced mixing in this configuration. A modified virtual salt flux 

formulation that uses a local reference salinity and allows redistribution of continental freshwater 

fluxes over several vertical layers near the surface is used in NCAR10, but the estuary model 

employed in NCAR1 to better represent the riverine freshwater flux is not available in NCAR10. 

No Langmuir mixing parameterization is used, either. Furthermore, despite using the CICE5 1325 

code base, sea-ice physics is based on its previous CICE4 version to maintain consistency with 

other fully coupled high-resolution simulations that were run with earlier versions of CESM. 

Additional details of this configuration can be found in Chassignet et al. (2020). 

In both NCAR1 and NCAR10, sea surface salinity is restored to World Ocean Atlas 2013 

(WOA13; Zweng et al., 2013) monthly climatology with a piston velocity of 50 m over 1 year 1330 

with subtraction of the global mean restoring. Both configurations use of a half-hour coupling 

frequency. The initial conditions are derived from the WOA13 (Locarnini et al., 2013; Zweng et 

al., 2013). NCAR1 and NCAR10 were integrated through 5 and 1 repeat cycles of the 1958-

2018, respectively. In each, the last cycle was extended through 2023.   

MOM6 (Adcroft et al., 2019) is the new ocean component of the forthcoming CESM3. NCAR67 1335 

uses a tripolar grid based on the semi-analytical method of Madec & Imbard (1996). The two 

northern grid poles are positioned over land in Canada and Russia, resulting in a global 

orthogonal curvilinear ocean mesh that has no singularity point within the computational domain 

with an aspect ratio approaching unity throughout the ocean, and it exhibits no loss of continuity 

in either the grid lines or the scale factors. Tropical mesh refinement is used, bringing the 1340 

meridional resolution to 0.25° at the Equator to better capture the equatorial ocean dynamics. 

The ocean vertical coordinate is hybrid, using z* near the surface and potential density in deeper 

layers, with a total of 75 layers. The depth of transition between z* and isopycnals is the 

shallowest in the tropics (∼50 m) and deepens towards high latitudes (∼1200 and 2000 m in the 

Southern and Northern Hemispheres, respectively).  1345 
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Bottom topography and coastlines are derived from the Global Bathymetry and Topography 

Dataset (SRTM15+ version 2.4; Tozer et al., 2019), with hand edits to improve the flow in 

several key regions. The minimum and maximum depths are set to 10 and 6000 m, respectively.  

The KPP parameterization for vertical mixing is enabled via the CVMix framework. Following 

the work described in Large et al. (2021), KPP has been updated to account for 1) a non-local 1350 

momentum flux in the wind direction when the local shear is not aligned with the wind, and 2) 

the mixing induced by waves following the Monin-Obukhov similarity theory expanded to 

include the Stokes drift. Interior mixing components include convection, double-diffusion, and 

vertical shear of the horizontal velocity. The latitude-dependent diapycnal diffusivity due to 

internal wave mixing described in Danabasoglu et al. (2012a) is included with diffusivity values 1355 

in the range of 1.0 × 10-4 m2 s-1 (in the Banda Sea) to 1.0 × 10-6 m2 s-1 (background) with a 

turbulent Pr of 10. Energy dissipation from tidally induced breaking internal gravity waves is 

represented using the scheme developed by Simmons et al. (2004). The restratifying effects of 

baroclinic eddies in the mixed layer are represented using the parameterization developed by 

Bodner et al. (2023).  1360 

Mesoscale eddies are parameterized via GM in conjunction with the diffusive mixing of tracers 

along neutral directions (Redi, 1982). GM is applied using the streamfunction formulation of 

Ferrari et al. (2010). Mesoscale eddy diffusion is incorporated using the neutral diffusion 

algorithm described in Shao et al. (2020) below the surface boundary layer, and the horizontal 

diffusion algorithm described in Marques et al. (2023) within the surface boundary layer and 1365 

transition zones. Both the GM and eddy diffusion coefficients are informed via the geometric 

formalism of Marshall et al. (2012), except that a prognostic eddy kinetic energy (Jansen et al., 

2015) is employed, instead of the full (kinetic plus potential) eddy energy. The GM and Redi 

diffusivities have a minimum value of 50 m2 s-1, typically reach ~1500 m2 s-1 in regions of strong 

eddy kinetic energy, and peak at 6500 m2 s-1 in only a few locations. Further details on how 1370 

mesoscale eddies are represented in this configuration are given in Marques et al. (2023). 

The computation of density is corrected to account for the interaction of grid-cell averaging with 

nonlinearities in the equation of state using the method of Stanley et al. (2020). The stochastic 

implementation described by Kenigson et al. (2022) is adopted both for hydrostatic pressure and 
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for the computation of isopycnal slopes in GM, as described by Agarwal et al. (2023). The 1375 

computation of density is not corrected in any other parts of the model. 

The model lateral momentum equations use a biharmonic viscosity. The coefficient of this hyper-

viscous closure is modeled using the 2D Leith scheme (Fox-Kemper & Menemelis, 2008). No 

backscatter is applied, but the coefficient is smoothed as described by Grooms (2023). The 

background biharmonic viscosity is set to 1.0 × 1012 m4 s-1, with increased values in the tropical 1380 

regions, reaching a maximum of ~3.3 × 1013 m4 s-1. Momentum is extracted via a quadratic drag 

law with a constant bottom friction coefficient of 3 × 10−3. The non-linear equation of state for 

seawater defined by Wright (1997) is applied. 

NCAR67 configuration uses the CICE Consortium model version 6.6 (CICE6). This includes 

several new physics options as well as a C-grid capability (not turned on currently). Presently, 1385 

CICE6 needs POP2-style grid and topography files, but work is in progress to read the MOM6 

grid and bathymetry files. 

The simulation starts from rest with the initial potential temperature and salinity fields from the 

January-mean climatology of the World Ocean Atlas 2018 (WOA18). The sea surface salinity is 

restored to the monthly climatology of the upper 10-m averaged salinity from WOA18 using a 1390 

piston velocity 50 m over 300 days. The simulation covers one forcing cycle for the 1958-2018 

period. 

A8 National Oceanography Centre (NOC) 

The NOC simulations used a code and configuration denoted as GO8p7 from a late stage of the 

development cycle of the Joint Marine Modelling Programme (JMMP) Global Ocean Sea Ice 1395 

version 9 (GOSI9; Guiavarc’h et al., 2025). The JMMP is a partnership between the UK Met 

Office and UK research centres: the NOC, the British Antarctic Survey, and the Centre for Polar 

Observation and Modelling. The 0.25° and 1/12° simulations were delivered as part of the UK 

NERC-funded ACSIS Programme, and the 1° simulation was run later specifically for this study. 

These simulations are referred to as NOC25, NOC12, and NOC1, respectively, in this 1400 

manuscript. 

GO8p7 is based on NEMO v4.0.4 (Madec & System Team, 2019) and uses NEMO’s new native 

sea-ice model, SI3. The models use the extended eORCA grids, which have 75 vertical levels 
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with partial steps, with level thicknesses varying from 1 m at the surface to 200 m in the abyss. 

The 1° (eORCA1) bathymetry is derived from the ETOPO2 data set (NOAA, 2006) with the 1405 

bathymetry on the Antarctic shelf based on IBSCO (Arndt et al., 2013). At 0.25° (eORCA025), 

the bathymetry is derived from the ETOPO1 data set (Amante & Eakins, 2009), with 

modifications in coastal regions based on GEBCO (IOC, IHO, & BODC, 2003) and the 

bathymetry on the Antarctic shelf derived from IBSCO. Finally, at 1/12° (eORCA12), the 

bathymetry is derived from GEBCO_2014 (Weatherall et al., 2015).  1410 

GO8p7 uses a vector-invariant momentum advection scheme and a fourth-order TVD tracer 

advection and a weak grid-scale-aware GM eddy parameterization, with a coefficient that is 

scaled with the ratio of the cell size to the Rossby radius, capped at a maximum value of 70 m2 s-

1. A modified version of the Gaspar et al. (1990) TKE scheme (Madec et al., 2019) is used for 

vertical mixing, and the parameterization of Simmons et al. (2004) for tidal mixing is applied. 1415 

We use adaptive-implicit vertical advection (Shchepetkin & McWilliams, 2005). Lateral mixing 

of tracers is along neutral surfaces using the scheme of Redi (1982) and Cox (1987) with a 

coefficient equal to the cell size multiplied by 0.011 m s-1. At 1°, the viscosity is Laplacian with a 

lateral viscosity coefficient of 20 000 m2 s-1, while at 0.25° and 1/12°, a bi-Laplacian viscosity is 

used, with the coefficient set at the Equator to -1.5 × 1011 and -1.25 × 1011 m4 s-1, respectively, 1420 

and reduces with the inverse cube of the cell size. The equation of state is TEOS-10 (IOC et al., 

2010). 

Between GO8p7 and the official release GOSI9, some additional tuning of parameters took place 

to reduce some of the larger biases. These include: a reduction of the TKE mixing depth and an 

increase in the globally uniform chlorophyll concentration to improve mixed layer depth and 1425 

reduce a subsurface warm bias in the 100-200 m depth range; and increases in snow 

conductivity, lateral melt, heat in ice leads, and albedo parameters to improve the ice 

representation.  

In all cases, the model started from rest using January-mean for the 1995-2014 period from EN4 

(Good et al., 2013) climatological conditions and completed one pass through the JRA55-do 1430 

forcing dataset (Tsujino et al., 2018). A sea surface salinity (SSS) restoring towards monthly 

mean climatology is applied with a piston velocity of 50 m over 1500 days. 
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A9 UK Met Office (UKMO) 

The UKMO 0.25° model simulation differs from the NOC simulations described in Appendix A8 1435 

in the following four aspects. First, it uses a hybrid quasi-Eulerian vertical coordinate system 

where model levels are “nearly” terrain-following in the proximity of the Greenland-Scotland 

ridge area while they follow z*-coordinates with partial steps in the rest of the domain 

(Bruciaferri et al., 2018; 2024). Second, it adopts a “log-layer” formulation for the bottom drag 

coefficient CD. In NEMO, for stability reasons, the minimum and maximum values of CD are 1440 

capped. With z-coordinates, the bottom topography is represented as a series of step-like 

structures, resulting in friction being exerted both at the bottom and at the lateral wall-sides via a 

no-slip boundary condition. Conversely, with terrain-following levels the representation of the 

bathymetry is more realistic, making the usage of lateral boundary conditions unnecessary. For 

this reason, in the area where model levels are terrain-following, the simulation uses a more 1445 

realistic CD minimum value of 3 × 10-3 (see, e.g., observational estimates by Girton & Sanford 

2003, Mauritzen et al. (2005), or numerical studies by Riemenschneider & Legg (2007) and 

Danabasoglu et al. (2010)), while in the rest of the domain it is set to 10-3, the same value of 

NOC25 simulation. Third, it employs the Griffies et al. (1998) triad formulation for the iso‐

neutral diffusion because it is the only available option for using iso‐neutral mixing with hybrid 1450 

vertical coordinates in the current release of NEMO (see Appendix D of Bruciaferri et al. (2024) 

for a comparison between this formulation and the one used in the standard GOSI9). Finally, it 

uses the Density Jacobian with Cubic (DJC) polynomial scheme of Shchepetkin & McWilliams 

(2003) as implemented in NEMO by Bell & Bruciaferri (2022) for a more accurate calculation of 

horizontal pressure forces when using steeply inclined vertical levels. This simulation is referred 1455 

to as UKMO25 in the manuscript. 

Appendix B: Cycle-to-cycle transport differences 

We provide an assessment of cycle-to-cycle differences in overturning transports, using the first 

and fifth cycle transports in 𝜎! space from GEOMAR05 and GEOMAR25 in Fig. B1. The top 

panel presents the annual-mean maximum total transport timeseries, showing that the transports 1460 

decrease from the first to the fifth cycle. The largest differences of > 5 Sv occur during the first 

decade of a forcing cycle in both simulations and during the 1980s to the early 2000s in 

GEOMAR05. By 2010, the transport differences become relatively small at ~2 Sv between the 
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cycles. The time-mean transport profiles are provided in the bottom panels of Fig. B1. As in Fig. 

6, the solid black lines represent OSNAP with the gray shading showing ±1 SDs, and the colored 1465 

lines show the profiles for the first and fifth cycles from GEOMAR05 and GEOMAR25. In 

GEOMAR05, transport differences emerge for densities > 27.3 kg m-3, likely reflecting the long 

adjustment timescales of the deep ocean. The maximum transports are smaller in the fifth cycle 

by ~0.6 Sv at OW, ~1.2 Sv at OE, and ~1.6 Sv for the total. In GEOMAR25, the cycle-to-cycle 

profile differences exist for low density classes as well. The maximum transports are smaller in 1470 

the fifth cycle by ~1.3 Sv at OW, ~1.8 Sv at OE, and ~2.1 Sv for the total – these are larger 

differences than those of GEOMAR05. Nevertheless, except for the fifth cycle of GEOMAR25, 

the maximum transports are within the observational SD ranges. Interestingly, while the first 

cycle profile has a better agreement with OSNAP at OE, the fifth cycle profile matches that of 

OSNAP better at OW in GEOMAR05. In contrast, GEOMAR25 has a better agreement with 1475 

OSNAP in the fifth cycle for densities < 27.4 kg m-3 and in the first cycle for larger density 

classes. These cycle-to-cycle transport differences are certainly smaller than the respective inter-

model spreads shown in Figs. 4 and 6 for the observational period. We also note as a caveat that 

these differences, i.e., their magnitudes and signs, are likely model dependent as discussed in 

Danabasoglu et al. (2014). 1480 
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Figure B1. Transport timeseries and profiles in σ! space for the first and fifth cycles from 

GEOMAR05 and GEOMAR25: (top) Annual-mean maximum total transport timeseries and 

(bottom) time-mean transport profiles for OW (left), OE (middle), and total (right). The solid 

black lines show the OSNAP transports. In (b), gray shading indicates ± 1 monthly standard 

deviation.  1485 

Code Availability. The METRIC Package is available at https://github.com/NCAR/metric. The 

TEOS-10 equation of state is available at https://github.com/TEOS-10/GSW-Python. 

Data Availability. The simulation datasets for our analysis region are available at 

https://doi.org/10.5281/zenodo.17457323. For some of the simulations, entire global datasets for 

the full integration lengths are available as follows. ACCESS-OM2 (ANU1), ACCESS-OM2-025 1490 

(ANU25), and GFDL25 data were contributed to CMIP6 and are available on ESGF at 

https://aims2.llnl.gov/search/cmip6/. ACCESS-OM2-01 (ANU10) data are available via the NCI 

Data Catalogue at https://dx.doi.org/10.25914/608097cb3433f. Output from the NOC25 and 

NOC08 simulations are available from CEDA at  https://data.ceda.ac.uk/bodc/SOC220065. The 

https://github.com/NCAR/metric
https://doi.org/10.5281/zenodo.17457323
https://dx.doi.org/10.25914/608097cb3433f
https://data.ceda.ac.uk/bodc/SOC220065


  

 71 

OSNAP observations are available at Georgia Tech Digital Repository at 1495 

https://doi.org/10.35090/gatech/78023. 
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