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Abstract

A modelrdata comparison was performed between simulated drifters from a high-resolution numerical simulation of the
North Atlantic and a data set from in situ surface drifters. The comparison makes use of pseudo-Eulerian statistics such as
mean velocity and eddy kinetic energy, and Lagrangian statistics such as integral time scales. The space and time
distribution of the two data sets differ in the sense that the in situ drifters were released inhomogeneously in space and time
while the simulated drifters were homogeneously seeded at the same time over a regular 18 grid. Despite this difference, the
total data distributions computed over the complete data sets show some similarities that are mostly related to the large-scale
pattern of Ekman divergencerconvergence.

Comparisons of eddy kinetic energy and root mean square velocity indicate that the numerical model underestimates the
eddy kinetic energy in the Gulf Stream extension and in the ocean interior. In addition, the model Lagrangian time scales are
longer in the interior than the in situ time scales by approximately a factor of 2. It is suggested that this is primarily due to
the lack of high-frequency winds in the model forcing, which causes an underestimation of the directly forced eddy
variability. Regarding the mean flow, the comparison has been performed both qualitatively and quantitatively using James’
statistical test. The results indicate that over most of the domain, the differences between model and in situ estimates are not
significant. However, some areas of significant differences exist, close to high-energy regions, notably around the Gulf
Stream path, which in the model lies slightly north of the observed path, although its strength and structure are well
represented overall. Mean currents close to the buffer zones, primarily the Azores Current, also exhibit significant
differences between model results and in situ estimates. Possibilities for model improvement are discussed in terms of
forcings, buffer zone implementations, turbulence and mixed layer parameterizations, in light of our modelrdata compari-
son. q 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Numerical ocean circulation models are becoming
more accurate in their simulations of ocean flow,
primarily due to the increasing computational power
that allows higher grid resolution and more complex
dynamics. Despite this improvement, as well as the
availability of more accurate data for initial condi-
tions, boundary conditions, and forcing fields, the
question of how ArealisticB high-resolution numeri-
cal model simulations of oceanic flow really are is
still open. A quantitative assessment of model skills
requires a comparison of the model results with in
situ ocean data on spacertime scales comparable to
those of the model. For large-scale basin models, this
implies the use of observational data with extensive
horizontal, vertical, and temporal coverage, so that
both large- and synoptic-scale quantities can be eval-
uated. In this paper, we take a first step in this

Ždirection by comparing simulated surface mixed
. Žlayer drifters from a high-resolution 1r128, 6-km

.average grid spacing numerical simulation of the
North Atlantic to in situ near-surface drifters. La-
grangian data have been previously used in modelr

Ž .data comparisons e.g. Davis, 1996 , especially using
pseudo-Eulerian estimates such as the mean flow
Že.g. Acero-Schertzer et al., 1997; Stutzer and Krauss,

.1998 . In the following sections, a quantitative com-
parison of the mean flow is performed together with
a qualitative comparison of other statistics, both
Eulerian and Lagrangian.

The ocean numerical model is the Miami Isopyc-
Ž .nic Coordinate Ocean Model MICOM , configured

with realistic topography and stratification, a
Kraus–Turner mixed layer parameterization, and
forcing by monthly climatology from the Compre-

Ž .hensive Ocean-Atmosphere Data Set COADS . A
set of numerical drifter trajectories was computed in

Ž .the uppermost layer of the model mixed layer , and
their statistics are compared with those of in situ
near-surface drifter data, processed and archived at
the WOCErCLIVAR Drifter Data Assembly Center
at NOAA-AOML. The in situ drifters are drogued
with a 10-m holey sock centered at a depth of 15 m.
Trajectories of these satellite-tracked near-surface
drifters used in our study span the time period
between 1989 and 1998.

The comparison is performed using two main
Ž .types of statistics: a pseudo-Eulerian statistics, in

Ž .which maps of mean flow kinetic energy MKE ,
Ž . Ž .eddy kinetic energy EKE , root mean square r.m.s.

fluctuating velocity magnitude, and mean horizontal
Ž . Ž Ž . Ž ..flow U x, y s U x, y , V x, y are computed from

both the model and in situ drifters, considered here
Ž .as moving current meters; and b Lagrangian veloc-

ity statistics, in which Lagrangian integral time scales
are directly computed from the drifter trajectories.

There are several systematic differences in the
nature of the model and observed data that have to
be taken into account when performing the compari-
son. First, the in situ ocean data are from a specific
time interval, 1989–1998, while the model-simulated
data describe a perpetual year since the model is
forced with the same monthly winds and fluxes from
1 year to the next. The in situ drifter data therefore
contain inter-annual and high-frequency fluctuations
that are absent from the model data. Second, the in
situ drifter data are representative of the 15-m deep
velocity field, while the model results provide a bulk
representation of the variable mixed layer depth,
generally between 20 and 100 m, but occasionally
reaching 2000 m in winter at high latitudes. For
these reasons, complete agreement between the model
and the observed data should not be expected. Never-
theless, the comparison can be meaningful in regions
where the motion is more related to internal instabili-
ties than to direct atmospheric forcing, as well as in
large-scale current structures. The differences be-
tween model results and data should provide useful
indications for improving further implementations of
the model in terms of forcing fields and parameteri-
zations of subgrid scale and mixed layer processes.

The paper is organized as follows: In Section 2,
the characteristics of MICOM are discussed. The
simulated and in situ drifter data sets are presented in
Sections 3 and 4, respectively. The comparison be-
tween the data sets is presented in Section 5. A
summary and conclusions are provided in Section 6.

2. The numerical ocean circulation model

The Miami Isopycnic Coordinate Ocean Model
Ž .MICOM is well documented in the literature. For a
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Ž . Ž . Ž .Fig. 1. Location of the model surface numerical Lagrangian floats at a the beginning of the analyzed period August 15, year 14 , b 300
Ž . Ž . Ž .days later, c at the end of the analyzed period 2 years after the initial time . d Model float trajectories for a 15-day period beginning on

Ž . 2April 6, year 15. e Number of model buoy-daysrdegree for the 2-year period.
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Ž .Fig. 1 continued .



( )Z.D. Garraffo et al.rJournal of Marine Systems 29 2001 157–176 161

Ž .Fig. 1 continued .

Ž .review, the reader is referred to Bleck et al. 1992
Ž .and Bleck and Chassignet 1994 . The fundamental

reason for modeling ocean flow in density coordi-
nates is that this system suppresses the diapycnal
component of numerically caused dispersion of ma-

Žterial and thermodynamic properties temperature,
.salinity, etc. . This characteristic allows isopycnic

models to prevent the warming of deep water masses,
as has been shown to occur in models framed in

Ž .Cartesian coordinates Chassignet et al., 1996 . Fur-
thermore, the association of vertical shear with
isopycnal packing and tilting in the ocean makes
isopycnic models appropriate for studies of strong
baroclinic currents such as the Gulf Stream.

The computational domain is the North and Equa-
torial Atlantic Ocean basin from 288S to 658N, in-
cluding the Caribbean Sea and the Gulf of Mexico.
The bottom topography is derived from a digital
terrain data set with 5X latitude–longitude resolution
Ž .ETOPO5 . The surface boundary conditions are
based on the COADS monthly climatological data

Ž .sets da Silva et al., 1994 . Estimation of the model
variability under the present climatological forcing
will allow us to assess the impact of daily forcing in

a simulation that is presently in progress. Open
ocean boundaries are treated as closed, but are outfit-
ted with 38 buffer zones in which temperature T and
salinity S are linearly relaxed toward their seasonally

Ž .varying climatological values Levitus, 1982 , with
dampingrrelaxation time from 5 days at the wall to
30 days at the inner edge of the buffer zone. These
buffer zones restore the T and S fields to climatol-
ogy in order to approximately recover the vertical
shear of the currents through geostrophic adjustment.

Ž .The horizontal grid 6 km on average is defined
on a Mercator projection with resolution given by

Ž .1r128=1r128cos f , where f is the latitude. The
vertical density structure is represented by 15 isopyc-
nic layers, topped by an active surface mixed layer
that exchanges mass and properties with the isopyc-
nic layers underneath. The minimum mixed layer
thickness is 20 m. The vertical discretization was
chosen to provide maximum resolution in the upper
part of the ocean. The computational requirements
for basin-scale ocean modeling at this resolution are
extreme and demand the latest in high performance

Ž .computation Bleck et al., 1995 . The model was
spun up from rest for a total of 20 years.
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The high-horizontal grid resolution drastically im-
proved the model’s behavior in comparison to that of
previous coarse-resolution simulations. The major

Ž .improvements are a a correct Gulf Stream separa-
Ž .tion and b higher eddy activity. These results sup-

port the view that an inertial boundary layer, which
results from the fine resolution, is an important

¨Žfactor in the separation process Ozgokmen et al.,¨
.1997 , and that resolution of the first Rossby radius

of deformation is necessary for a correct representa-
tion of baroclinic instabilities. The simulated Gulf
Stream is highly inertial, meanders strongly, and
sheds several cyclonic and anti-cyclonic rings. A
discussion of the Gulf Stream separation and com-
parison with two other high-resolution models for
the North Atlantic is presented in Chassignet et al.
Ž .2001 .

An analysis of the turbulent behavior of the model
Ž .was performed by Paiva et al. 1999 during the
Ž .spin-up phase for a 3-year period years 6–8 . Sea

surface height variability spectra were computed from
the model results and were compared to observations
and to results of previous models, within the frame-
work of the geostrophic turbulence theory. Length
scales representative of the simulated eddy field
were found to compare well with observations based
on altimeter data. However, the western boundary
current intensity during this spin-up period was over-
estimated by 35% in comparison to observed values,
as a consequence of an increase in the model salinity
due to the COADS E-P flux boundary condition.
This drift was removed after the spin-up by incorpo-
rating a weak relaxation to monthly climatological
surface salinities from the Levitus climatology, which
also had the detrimental effect of significantly de-
creasing eddy activity over the Gulf Stream exten-
sion. Effects of model surface conditions are thor-

Ž .oughly documented in Paiva and Chassignet 2001 .
The resulting mean transport of 28.5 Sv in the
Florida Straits, however, is close to the observed
value of 30 Sv, with a seasonal cycle of the same

Žmagnitude and phase as seen in the cable data Lar-
.sen, 1992 . In the equatorial region, the number of

North Brazil current rings and their characteristics
agree well with observations. The impact of these
rings on the circulation within the Caribbean Sea and
on Gulf of Mexico Loop Current eddies is presently
being investigated.

3. The simulated model drifter data set

At the beginning of year 14, a total of 25,000
numerical particles were launched at the surface in
the mixed layer and at depths of 400, 1000, 1500,

Ž .and 3000 m 5000 particles at each level . The
trajectories and diagnostics were computed for a
2-year period, with the particle positions being saved
every 12 h and the Eulerian velocity fields every
day. The numerical particles were launched in a
regular 18=18 grid, initially motivated by a study on

Ž .ARGOS optimal design Roemmich et al., 1999 .
We focus on the surface particles, which can be

directly compared to the 15-m in situ near-surface
drifter-derived velocity. As already noted, the mod-
eled surface velocity fields are representative of the
depth-averaged mixed layer, which varies seasonally
and with latitude. The numerical particle advection
scheme is second-order Runge–Kutta, with 16-point
space interpolation in the ocean interior and 4-point
space near the coasts. The advection inside the first
grid box from the coast is accomplished by interpola-
tion, imposing zero velocity at the first point inside
land. Consequently, in the first half-grid box from
the coast, the Lagrangian particles have a slightly
larger along-coast velocity than that, which would be
obtained by linear interpolation from the model with
no-slip boundary conditions. This choice was made
because of its simplicity and because it minimized
the loss of particles near the coast on the computa-
tional C-grid. Relatively few cases of AbeachingB

Žwere observed with this boundary condition less
.than 3% . Most of the particles that AbeachedB fol-

lowed successive corners along the coast, suggesting
errors in particle advection due to space interpolation

Žand time extrapolation particles are advected with a
.2-h time step .

Our analysis uses approximately 2 years of simu-
lated particle trajectories. The spatial distribution of
model-simulated drifters is shown in Fig. 1a, b, and

Ž .c, for the initial time of analysis year 14 , 300 days
later, and 2 years later, respectively. Clearly, the
number of drifters decreases with time in the south-
ern boundary of the subtropical gyre and in the
equatorial upwelling region, and increases with time
in the subtropical convergence. Since the seasonal
cycle is pronounced in the equatorial upwelling re-
gion, we can expect that the decrease in the number
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of drifters with time would result in a biased time–
mean velocity. Fig. 1d shows the trajectories for all
of the numerical drifters, during a 15-day period
starting in April of year 15. The upwelling regions
are poorly sampled due to horizontal divergence of
the wind-driven Ekman flow, while the subtropical
convergence region is highly sampled. This can also

Žbe seen in the total data density distribution Fig.
.1e , obtained by considering the complete data set at

all times.

4. The in situ drifter data set

The complete AOMLrNOAA drifter data set for
the region 988W–178E, 338S–658N, during the time
period 1989–1998, is used for our analysis. The
amount of in situ drifter data is 221,336 buoy-days
Žnumber of drifters multiplied by number of days,

.with drifter positions available every 6 h , approxi-
mately 1r20 of the size of the simulated drifter data

Ž .set ;3,600,000 buoy-days . As can be seen in Fig.
2a, the in situ drifter sampling of our analysis do-
main greatly increases during 1992 and 1993 and
levels off to an approximately constant value of
38,000 buoy-daysryear after 1996. The lifetime dis-

Ž .tribution of the drifters Fig. 2b illustrates that,
while few drifters can be tracked for 1400 days,
many can only be tracked for less than 200 days,
with an average lifetime of 238 days. The spatial
distribution of the initial releases is shown in Fig. 3a.
There are several maxima of concentration, close to
the Gulf Stream and in the eastern and northern
basins, corresponding to the principal experiment
sites with multiple deployments.

The spacertime distribution of the in situ drifters
is sparser and more complex than the distribution of
the numerical drifters, resulting in possible statistical
biases. For example, the launching regions close to
the Gulf Stream area are situated north of the cold
wall, so that it can be expected that most of the
drifters do not enter the major stream axis. This point
will be discussed in more detail in Section 5. Here,
we note that, despite these differences, there are
some aspects of the resulting distributions of the two
data sets that are qualitatively similar.

The distribution of the in situ drifter data after
300 days from release is shown in Fig. 3b. The

Ž . Ž .Fig. 2. a Number of observations buoy-days of the in situ
Ž .drifters for the period 1989–1998. b Life time distribution of the

in situ drifters for the same period.

amount of in situ data points has noticeably de-
creased 300 days after launch, consistently with the

Ž .lifetime distribution Fig. 2b . Despite the sparseness
of the data, a tendency toward a maximum concen-
tration around 308N, 258W is seen, similar to the

Ž .tendency seen in the model Fig. 1d,e . It is difficult
to determine whether the concentration is due to
dynamical convergence as in the numerical data or is
a remaining signature of the initial condition concen-

Ž .trations Fig. 3a . It is worth noticing, however, that
no other signatures of initial concentrations are visi-
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Ž . Ž . Ž .Fig. 3. a Launching position of all in situ drifters during the period 1989–1998. b Position of the in situ drifters 300 days after launch. c Drifter trajectories during their
Ž . Ž 2 .lifetime. d Total number of observations for the in situ drifters buoy-daysrdegree .
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Ž .Fig. 3 continued .

ble in the domain, suggesting the relevance of dy-
namical convergence.

Also, the AspaghettiB diagram of all in situ trajec-
Ž .tories Fig. 3c shows a clear absence of data in the

region around 158N, 258W, corresponding to the
Ždivergence region evident in the model results Fig.

.1b and d . This vacant region in the distribution of in
situ drifters is partially due to the lack of initial
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releases in the area as well as to the horizontal
divergence of the Ekman flow. It is significant that
particles do not enter this data-void region from
adjacent regions, in agreement with the model re-
sults. This tendency is also seen in the maps of total

Ž .in situ data density Fig. 3d , and similarly in the
Ž .map of the model-simulated drifters Fig. 1e .

The data density values are smaller for the in situ
drifters with maximum values of ;400–500 buoy-
days per 18=18 box versus ;2000 buoy-days for

Ž . < < Ž . Ž 2 2 . Ž .Fig. 4. a Mean velocity magnitude U cmrs and mean flow kinetic energy MKE cm rs for the in situ drifters. b Same for the
Ž . < < Ž . Ž .numerical drifters. c Difference: modely in situ U cmrs . d Results of the statistical test: in the blue regions the model and in situ data

Ž .mean vector velocities U differ significantly at the 95% confidence level ; in the yellow regions the difference is not significant; the test is
done where the number of independent data is greater than 2.
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Ž .Fig. 4 continued .

Žthe numerical drifters in the vicinity of the main
.experiment releases . Other representative values of

data density are ;150–200 buoy-days per 18=18
box for the in situ data in the convergence region

versus ;1500 for the model drifters, and ;20–40
buoy-days per 18=18 box versus ;800 for the
model drifters in the poorly populated region east of

Ž .the divergence zone 158N, 558W .
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5. Comparison of statistical quantities

In this section, a comparison between model and
in situ drifters is performed by considering the fol-

Ž .lowing statistical quantities: the mean flow U x, y ,
Ž .the mean flow kinetic energy hereafter MKE , the

Ž .eddy kinetic energy hereafter EKE , or equivalently
mean velocity magnitude and eddy r.m.s. velocity,
and the Lagrangian velocity time scale denoted by

Ž .Ts T ,T . Analysis and results are presented in theu Õ

following, first discussing the Eulerian quantities and
then the Lagrangian.

5.1. Eulerian quantities

Ž .The MKE, the EKE, and the mean flow U x, y
are Apseudo-EulerianB quantities, in the sense that
they are Eulerian statistics computed from La-

Ž . X Ž . Ž 2 2 . Ž .Fig. 5. a Eddy velocity magnitude u cmrs and eddy kinetic energy EKE cm rs for the in situ drifters. b Same for the numericalrms
Ž . X Ž .drifters. c Difference: modely in situ u cmrs .rms
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Ž .Fig. 5 continued .

grangian data. Both the model and the in situ drifters
are considered for these calculations to be moving

Ž .current meters, with the velocities u x, y,t calcu-
lated along trajectories by finite differences of the

Ž .positions. MKE, EKE and U x, y are estimated
Žusing the classical AbinningB method e.g., Owens,

.1991 , i.e., grouping the velocity data in bins of
selected size, here 18 longitude=18 latitude. In each

Ž .bin, U x, y is computed as the average of all avail-
Ž .able velocity measurements u x, y,t , while the fluc-

tuation field, uX, is defined as the deviation of
Ž . Ž . Ž Ž .2u x, y,t from U x, y . The MKE is 1r2 U x, y q
Ž .2 . Ž² X Ž .2:V x , y and the EKE 1r2 u x , y q

² XŽ .2:. Ž .Õ x, y see Figs. 4 and 5 . Velocities are com-
puted at the midpoint between two successive parti-
cle locations. Alternative methods can be used to

Ž .compute U x, y , involving for example the use of
Ž .bi-cubic splines Bauer et al., 1998 or objective

Ž .mapping Davis, 1998 , but here we focus on the
binning techniques for which the error analysis is
more straightforward, allowing for a more direct
quantitative comparison. The 18 bin size was chosen
because it is about twice the Rossby radius of defor-
mation at the middle of the domain, it is the Aaver-
ageB separation of the simulated drifters, and it

resolves the narrow currents. The bins are taken
uniform to keep the analysis simple.

An important point to be addressed before going
into the details of the results is the investigation of
error sources for estimates of both data sets. Errors
include measurement errors for the in situ drifters;
model uncertainties primarily dominated by errors in
forcing, model physics, numerical discretization, and
parameterization of turbulence for the numerical
drifters; and errors due to nonstationary and hetero-
geneous ocean dynamics. Quantifying these errors is
not straightforward, and, as a first step, they are
neglected in this study.

Another principal source of errors is the data
distribution, which leads both to sampling errors
related to the number of data available and to the
subgrid scale variability, and to bias errors, which
are themselves related to gradients of data density,

Žtime sampling intervals, and eddy drift Freeland et
.al., 1975; Mockett, 1999; Davis, 1991, 1998 . Sam-

pling errors and biases for the numerical drifters
have been analyzed in detail for mean flow estimates

Ž .in a companion paper Garraffo et al., 2001 , show-
ing that biases are consistently smaller than sampling
errors associated with finite sampling and subgrid
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scale processes. For in situ data, a direct estimate of
the bias errors cannot be reliably computed; never-
theless, it appears reasonable to assume that even in
this case the sampling errors are higher than the
biases, given that the data density is lower and the
subgrid scale variability is higher for in situ data. As
a consequence, sampling errors alone are considered
in the quantitative comparison of the mean flow
estimates presented in the following.

We notice that, in order to reduce problems com-
ing from the different data distributions in the two
data sets, numerical drifters could have been, in
principle, sampled in the same way as in situ drifters.
We do not expect that this approach would have
directly improved the comparison, for two main

Ž .reasons: a model and data differ due to lack of
inter-annuality in the model as well as possible
differences in current positions, so that there is not
necessarily a well-defined correspondence between

Ž .modelrin situ time and space points; and b there
are relatively few in situ data, so that using the same
sampling would significantly increase the sampling
error in the numerical data set, making the compari-
son even less significant. On the other hand, consid-
ering a numerical distribution similar to that of the in
situ data might be useful in providing an indirect
indication of bias errors, and this approach will be
considered in future work using ad hoc numerical
data.

5.1.1. QualitatiÕe comparison
A qualitative comparison of data and model re-

sults is first performed by visual inspection of the
estimated quantities. MKE and EKE have been com-
puted from both the in situ and numerical drifter
data, as well as mean velocity magnitude and eddy

X2 2' '< <r.m.s. velocity, U s U qV s 2MKE ;urms
X2 X2( '² : ² :s u q Õ s 2EKE . Since the values of

MKE and EKE cover a vast range in the ocean,
comparison of linear maps of MKE and EKE is not
an appropriate way to visualize differences in both
high-velocity and more quiescent regions. In order to
facilitate the visual comparison, we have chosen to

Žmap mean and r.m.s. eddy velocity magnitudes Figs.
.4 and 5 instead of kinetic energies, keeping a double

scale in the figures, which allows identifying energy
< < Ž X .values in the various regions. U u maps ofrms

Žmodel and in situ data are shown in Fig. 4a,b Fig.
.5a,b , while the difference between model and in situ

Ž .results is shown in Fig. 4c Fig. 5c .
< <The comparison between the U of the model and

Žin situ drifters appears to be overall satisfactory Fig.
. < <4 , even though the U map for the in situ data is

< <relatively noisy due to the lower data density. U
values in the Gulf Stream are similar for model and
observations, even though the model values are
slightly lower: model values are of f80 cmrs
Ž 2 2 .MKEf3200 cm rs west of 65W, and f30

Ž 2 2 .cmrs MKEf450 cm rs in the extension east of
65W; in situ values show isolated maxima higher

Ž 2 2 .than 100 cmrs MKE 5000 cm rs in the Florida
ŽCurrent, and are f40 cmrs east of 65W MKEf

2 2 .800 cm rs . Interior values are also similar, of the
order of 5 cmrs. At a more detailed level, some
differences can be noted. The Gulf Stream extension
path appears to be located approximately 200 km
farther north in the model than in the observations
Ž .Fig. 4c . The Azores Current has a more extended

Ž < <signature in the model with U f10–15 cmrs,
2 2 .MKEf50–110 cm rs , while the North Equato-

rial and North Brazil currents seem to be underesti-
< <mated in the model, showing maximum U values of

Ž 2 2 .f80–100 cmrs MKEf3200–5000 cm rs ver-
sus observational maximum values of f100 cmrs
Ž 2 2 .MKEf5000 cm rs . The issue of significance of
these differences, as function of data density and
variability, will be quantified in the following using
James test.

Regarding the pattern of eddy variability, uXrms
Ž .maps Fig. 5 of model and observations show more

marked differences than those of the mean flow.
Maximum uX values are associated with the mainrms

currents. In the Gulf Stream, they reach values of
Ž 2 2 .f65 cmrs EKEf2100 cm rs in the model and

Ž 2 2 .f80–100 cmrs EKE f3200–5000 cm rs in
the observations. Also, the high-energy region influ-
enced by the extension is bigger in the observation
than in the model. This suggests that, even though
the mechanisms of baroclinic and barotropic instabil-
ities are reproduced by the model, the extent of the
variability is underestimated.

In the North Equatorial and Brazil currents, the
model shows high values of variability, uX f80rms

Ž 2 2 .cmrs EKEf3200 cm rs , apparently overesti-
mating the in situ values. As already mentioned with
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respect to the mean flow, though, the sparseness of
the data in this area does not allow to draw a firm
conclusion. It is interesting to notice that the total

Ž .kinetic energy MKEqEKE, not shown is closely
Ž 2 2 .comparable for model f6000 cm rs and in situ

Ž 2 2 .data f6000–7000 cm rs .
In the interior ocean away from the major currents

and in the northern part of the domain, uX is higherrms

in the in situ data, with values that reach f15–25
Ž 2 2 .cmrs EKEf110–310 cm rs , whereas in the

Žmodel they reach f10–15 cmrs EKEf50–110
2 2 .cm rs . This is presumably due to the lack of

high-frequency winds in the model forcing, leading
to underestimation of the directly forced eddy vari-
ability. This effect is amplified in the northern re-
gions during late winter, when the momentum of
already too weak winds is distributed through very
deep mixed layers. The fact that some of the in situ
data are tracked only every 3 days can lead to an
overestimation of EKE, thus possibly accounting for
some of the differences.

5.1.2. QuantitatiÕe comparison
A more quantitative comparison is now presented

Ž .for the vector velocity, U x, y , for which the nature
of the statistical error as a first-order statistical quan-
tity is well understood. Since the model variability is
smaller than that of the observations, we use James’
statistical test for comparing two vectors with differ-

w Žent variances following the notation of Seber 1984,
.xpp. 114–117 . In the remainder of this section, the

two independent sets of vector samples from our
population space consist of near-surface mean hori-
zontal ocean velocities, namely, the spatially depen-
dent average of the in situ data velocity and of the
model Lagrangian velocity, denoted by U and U ,d m

respectively.
We test to see if the differences U yU arem d

significant, given the uncertainties in each set of
estimates of the mean flow. Our null hypothesis is
that U and U are equal:m d

H :U yU s0,0 m d

and a test statistic for the null hypothesis is:

y11 1†U yU S q S U yU 1Ž . Ž . Ž .m d m d m dž /n nm d

where † indicates a matrix transpose. S and S arem d

the covariance matrices of the model and in situ
drifter velocities. n and n are the correspondingm d

number of independent data points. The number of
Ž .independent data is calculated e.g., Owens, 1991 as

Ž .the number of data points in the bin Figs. 1e and 3d
divided by twice the corresponding integral time

Žscale the computation of T is discussed in Section
.5.2 and the values are shown in Fig. 6 . For the

cross-covariance between the two velocity compo-
nents, the time scale is taken as the average of the
two time scales from each direction. Notice that,
strictly speaking, the spatial correlation of the mea-
surements should also be considered, introducing an
appropriate space scale; however, this aspect is not
considered here. For the initial horizontal seeding
resolution of 18, which is approximately twice the
baroclinic Rossby radius of deformation at mid-lati-
tudes, the approximation is well motivated given that
particle trajectories are fairly uncorrelated. The upper
a critical value, k , correct to order ny2 , isa

2 2k sx a AqBx a ,Ž . Ž .a 2 2

where

2y121 1 S ST i
As1q tr ,Ý ž /4 n y1 ni iis1

2y121 1 1 S ST i
Bs trÝ ž /8 n y1 2 nži iis1

2y1S ST i
qtr ,

n /i

1 1
S s S q S ,T m dn nm d

where is1,2 correspond to the model and in situ
data, respectively.

The modified x 2 value is found to be approxi-
mately 6.5 for an a value of 0.05. When the test

Ž Ž .. 2statistic Eq. 1 is greater than the modified x

value, the model and data are said to differ signifi-
cantly. We would reject the null hypothesis of equal
means for those regions with a possibility of being
incorrect 5% of the time. The areas in which the
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Ž . Ž .Fig. 6. Lagrangian velocity integral time scale in days for the a zonal and b meridional directions, for all in situ drifters in the region.
Ž .c,d Same for the model drifters.

model and in situ data are significantly different are
indicated by the blue regions in the plot shown in
Fig. 4d. It is clear that the simulated and observed in
situ near-surface velocities are not significantly dif-
ferent over most of the domain.

The regions of disagreement between model and
in situ data are primarily the Gulf Stream after the
separation point and the Azores Current. It is impor-
tant to reemphasize here the fact that these results
are strongly dependent on the data density. The
differences in the Azores Current and in the Gulf
Stream are significant because of the large number

Ž .of in situ measurements Fig. 3 . On the other hand,
more measurements are needed in the North Equato-
rial region to assess the model’s performance.

Large-velocity differences in the Gulf Stream re-
gion can occur when there is a relatively small error
in the path of that current. These results indicate that,
on average, the model Gulf Stream remains approxi-
mately 200 km too far north in comparison to its
observed position. This seems to be a fairly robust
conclusion, in view also of the following two facts.
First, as mentioned in Section 4, in situ drifters were
primarily deployed north of the wall. This might
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cause biases in the estimates of Gulf Stream position
and energetics, but very unlikely can induce a south-
ern bias for the position. Also, an independent test of
this modelrdata difference is provided by satellite
observations of the mean Gulf Stream extension
location, which is located less than 200 km south

Žrespect to the model location Chassignet et al.,
.2001 .

Buffer zones—including the zone for the Gulf of
Cadiz, which drives the Azores Current in the model
¨Ž .Ozgokmen et al., 2001 —are also problematic given¨

that, in these areas, climatological statistics in the
model, which lack forcing at inter-annual and high-
frequency periods and are constrained by restoring to
climatological oceanic data, are being compared to
statistics from in situ observations of oceanic motion
that contain a broad continuum of scales. Therefore,
it is not surprising that significant differences appear
close to the buffer zones, primarily in the Azores
Current and in the far northern regions of the model
domain.

5.2. Lagrangian quantities

The other principal statistical quantity that is con-
sidered is the Lagrangian velocity time scale Ts
Ž .T ,T , a purely Lagrangian quantity defined for theu Õ

two velocity components as:

`1
T s R t dt ,Ž .Hu uu2s 0u

and

`1
T s R t dt .Ž .HÕ Õ Õ2s 0Õ

R is the Lagrangian temporal auto-covariance
function, computed for u and Õ following particles,
and defined as:

² :R t s u t yu t u tqt yu t ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .uu

² :R t s Õ t yÕ t Õ tqt yÕ t ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Õ Õ

²:where the symbol indicates expected values.
Ž .The estimates of T shown in Fig. 6 are calcu-

lated by first dividing the drifter trajectories into
segments whose first and last positions are 400 km
apart. Four hundred kilometers is chosen as a com-
promise in order to have sufficient data to reliably

calculate temporal covariance functions and also to
resolve the spatial details of the eddy field. All
AleftoverB segments or short trajectories containing
at least 50 positions are also used in the analysis. For
each velocity component, R is estimated computing

²:the expected value, , as an arithmetic average over
Ž .all data with lag t . The average velocities, u t ,

Ž .Õ t , are given by a least-squares fit to a linear trend
using 400 km long subsets of a drifter’s trajectory.
The variances of u and Õ, denoted by s 2 and s 2,u Õ

Ž . Ž .are R 0 and R 0 , respectively.uu Õ Õ

When R is calculated from a finite data set, a
subjective choice for the limits of integration to
compute T must be made. To avoid this problem and
to gain statistical confidence, a function of a small
number of parameters is fitted to each temporal
auto-covariance function R,

R t ss 2 1ye 2 cos 2ptrP eyŽtrt e.
2
,Ž . Ž .Ž .n

2 Ž 2 .where e is the normalized by total variance sn

variance of subgrid scale processes and measurement
variance for the data, P is the period that equals four
times the zero-crossing scale of the covariance func-
tion, and t is the e-folding scale or the turbulente

time scale. This covariance function, based on a
smoothed version of a second-order auto-regressive
process, contains a wave component and a turbulent
component, and produces excellent fits to the ob-
served and simulated Lagrangian velocity covariance
functions.

Ž 2 .The three parameters e , P, and t are deter-n e

mined using the feature-based technique described in
Ž .Mariano and Chin 1996 , which finds the value of

Ž . Ž 2Ž 2 ..R t at zero lag ss 1ye , finds the zero-n
Ž .crossing scale of R sPr4 by determining where

Ž .R t changes from positive to negative, and finds
the e-folding scale t from the first two parameters,e

Ž .an initial guess consisting of the lag at which R t is
1re of its initial value, and the best fit being deter-
mined in a least-squares sense.

The time scales, computed for each 400 km long
subset of a drifter trajectory, are determined by

Ž . Ževaluating the integral of R t Gradshteyn and
.Ryzhik, 1980, p. 477 ,

`
2 2t yp te e2 2 'R t dtss 1ye p exp ,Ž . Ž .H n 2ž /2 P0
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using the estimated three parameters and s 2. Then,
the integral time scale is

2 2t yp te e2 'Ts 1ye p exp .Ž .n 2ž /2 P

Direct numerical integration of the temporal auto-co-
variance functions, using n temporal lags, requires
estimating n parameters for the integration. Each of
these n parameters is noisy and small changes in n
can cause large changes in the value of the integral.
This is especially true when the temporal auto-co-
variance function has large negative lobes. The inte-
gration of the Lagrangian velocity auto-covariance
function using three parameters leads to more robust
estimates of the Lagrangian velocity time scales than

Ž .does the numerical integration of n values of R t .
The values of T are assigned to the midpoint of

the drifter trajectory. A least-squares bi-cubic
Ž .smoothing spline Inoue, 1986 is then used to inter-

polate the estimates of T to a regular grid. The plots
shown in Fig. 6 are contoured to a 58=58 grid to
enhance the large-scale structure of the Lagrangian
velocity time scales.

5.2.1. QualitatiÕe comparison
In the following, a qualitative comparison of esti-

mates of T for numerical and in situ data is pre-
sented. Error estimates of Lagrangian quantities such
as T were not performed. Lagrangian velocity inte-
gral time scales T calculated for both the model and
in situ drifters are isotropic over most of the basin
Ž .Fig. 6 . An exception to this is the anisotropy noted
in the tropical Atlantic in the model results, where Tu

is longer than T . However, an insufficient amount of
Õ

in situ data in that region makes it impossible to
confirm this model result. The basic pattern of model
results shows that time scales are longer in the
eastern Atlantic, especially in the northern region off
Europe. Isolines extend tongue-like from the eastern
boundaries, and the lowest values are found close to
the major currents of the western boundaries. Results
from in situ data are of course much sparser, since a
reduced number of bins have sufficient data to sup-
port the time scale computation. The resulting pat-
tern is sketchy, nevertheless, there is an indication of
a tongue-like shape of the isolines extending from
the eastern boundaries resembling the numerical re-

sults. There is also a hint of high T values in the
northeast region, close to the coast of the UK.

Regarding the values of the time scales, the model
appears to overestimate these by a factor of two,
most likely due to the use of climatological monthly
winds in the model simulation and to the loss of the
effects of variability in the wind forcing as a result
of the model’s slab mixed layer formulation. Also,
the integral time scales of the in situ drifters may
underestimate the true near-surface Lagrangian ve-
locity time scales because the drifters are not perfect
Lagrangian devices; they can AslipB in the water,
resulting in a velocity error on the order of 2 cmrs.

6. Summary and concluding remarks

In this paper, a comparison has been presented
between the statistics of in situ and simulated drifter
trajectories in the North Atlantic. The space and time
distribution of the two data sets are different. Model
drifters were homogeneously seeded in a regular 18
grid, having a constant lifetime of approximately 2
years. The in situ drifters, on the other hand, have
inhomogeneous initial conditions, and lifetimes with
an average of 238 days and maximum values of
approximately 1400 days. Despite these differences,
the total data distributions computed over the com-
plete data sets show some similarities. Both distribu-
tions, in fact, appear to be influenced by the large-
scale convergence patterns related to Ekman flow.
This is especially apparent in the model results, since
the drifter lifetime is sufficiently long to allow a
clear representation of the phenomenon, but it is also
detectable in the in situ data, in the subtropical
convergence region and in the southeastern diver-
gence region.

The distribution and properties of the eddy field
were compared using two types of statistics, the
pseudo-Eulerian EKE and uX and the Lagrangianrms

time scale T. The model uX reproduces the loca-rms

tion for the maxima and minima of the in situ data,
but quantitatively the model uX values show arms

number of differences from the in situ values. In the
Gulf Stream, uX is greater in the in situ data and itrms

extends over a larger area than that calculated from
the model results. In the North Equatorial and Brazil
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currents, the model seems to overestimate uX , evenrms

though the results are not robust due to the sparse-
ness of in situ data. In the interior, the model under-
estimates the eddy energy, very likely because of the
lack of high-frequency winds in the model forcing,
leading to an underestimation of directly forced ed-
dies. This effect is amplified in the winter northern
regions, when the momentum is distributed over a
deep mixed layer. The lack of a vigorous eddy field
in the interior is suggested also by the comparison of
the time scales T, which are longer in the model than
in the observations by approximately a factor of 2,
indicating overly smooth trajectories. It should also
be mentioned that since the numerical trajectories
were computed directly from a velocity field pro-

Žduced by the model smoothed by the dissipation
.operator , they are excessively smooth. The subgrid

scale actions could be Are-introducedB in the trajec-
Žtories using, for instance, a stochastic model e.g.,

.Dutkiewicz et al., 1993 , which would help to reduce
T. Tests along these lines are planned for the future.

Regarding the mean flow structure, a quantitative
comparison has been performed using James’ statis-
tical test. The statistical errors considered in this test,
for both simulated and in situ data, are the sampling
errors related to the number of data available and to
the subgrid scale variability. Other error sources,
such as measurement errors for the in situ data and
model uncertainties in forcing and parameterizations,
have been neglected. The results show that the in
situ- and model-derived mean flows can be consid-
ered different, at a 95% confidence level, primarily
in the zone of the Gulf Stream extension and in the
Azores Current. Differences in the Gulf Stream re-
gion are primarily related to a relatively small error
in the path of the current. Even though the model
correctly represents the strength of the Gulf Stream,
its path still lies somewhat too far north. Differences
in the mean Azores Current, as well as differences in
the northernmost regions, are likely to be related to
the presence of buffer zones representing, respec-
tively, the interaction with the Mediterranean Sea
and the Arctic Ocean.

In summary, the comparison has shown that model
and in situ estimates of Lagrangian mean flow do not
differ significantly over most of the domain, while
the eddy field appears to be underestimated by the
model in part of the Gulf Stream and in the interior.

The greatest value of such a comparison is that it
indicates the weakest point of the model and helps to
set directions for improvement. The present results
point to the following principal areas for future
work: non-climatological high- frequency wind forc-
ing to improve variability in the interior, a non-slab
mixed layer formulation for better representation of
the surface fields, improved boundary conditions,
and subgrid scale parameterization in the trajectory
calculation. Concurrently, the in situ drifter database
will grow, especially in the tropical Atlantic, to
allow more meaningful comparisons.
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