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Abstract 26 

The formation of cold, dense waters south of the Antarctic Circumpolar Current (ACC) is 27 

one of the main drivers of the global overturning circulation, with major effects on the earth’s 28 

climate. A key region where dense waters are formed is the Ross Sea, which is separated from 29 

the ACC by the Ross Gyre. The strength and variability of the Ross Gyre circulation impacts the 30 

formation and export of dense water, but observations of the Ross Gyre circulation are limited 31 

because of its remote location, severe weather conditions, and ice cover that has limited the 32 

application of remote sensing techniques. Quantitative estimates of the gyre’s total strength are 33 

difficult to obtain from hydrographic observations alone due to the limited sampling and the 34 

relatively weak stratification. In this paper, we use a combination of observations and modeling 35 

studies to estimate of the strength and variability of the Ross Gyre transport and investigate the 36 

relative contributions of the wind, buoyancy forcing, eddy fluxes, and the influence of ACC to 37 

the Ross Gyre circulation. We find that the mean transport of the Ross Gyre can be as high as 38 

about 45 Sv, more than twice the typical estimate of about 20 Sv. Sensitivity experiments to 39 

wind and buoyancy forcing, nonlinear terms, and the ACC were performed with a regional 40 

configuration of the Hybrid Coordinate Ocean Model (HYCOM). The numerical experiments 41 

show that the total Ross Gyre circulation, and its variability, are primarily wind-driven. The 42 

ACC is responsible for a small recirculation. Buoyancy and nonlinearity or eddy fluxes play a 43 

smaller role in the gyre dynamics, though they are regionally important. 44 

  45 
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1. Introduction 46 

The Antarctic Circumpolar Current (ACC, Figure 1), driven by strong westerly winds and 47 

buoyancy forcing (Hogg 2010), circulates around Antarctica and connects the three major 48 

oceans: the southern Pacific Ocean, the southern Atlantic Ocean, and the southern Indian Ocean 49 

(Orsi et al. 1995; Rintoul and Garabato 2013), making it the largest current system in the world 50 

(Cunningham et al. 2003). The lack of complete meridional boundaries in the Southern Ocean 51 

inhibits the generation of western boundary currents that, in other oceans, transport water mass, 52 

heat, potential vorticity (PV) and other tracer properties to high latitudes. Instead, eddies play a 53 

crucial role in the poleward transport of properties across the ACC (Marshall and Radko 2003; 54 

Marshall and Speer 2012). Complex sea-ice interactions produce the dense Antarctic Bottom 55 

Water (AABW) which spreads into ocean basins around the world as part of the lower cell of the 56 

MOC, playing a key role in heat and carbon storage (Frölicher et al. 2015). The controlling effect 57 

on the rate of exchange of heat and carbon between the ocean interior and the surface ocean, as 58 

well as the sub-polar and polar ocean due to upwelling (Marshall and Radko 2003), make the 59 

Southern Ocean crucial to an understanding of climate and climate variability, and modern 60 

global warming projections (Marshall and Speer 2012; Rintoul 2018).  61 

The ACC (Figure 1) consists of strong jets defined by fronts, i.e., the Sub-Antarctic Front 62 

(SAF), the Polar Front, and the Southern ACC Front, which are strongly steered by the 63 

topography. In between the southern boundary of the ACC (SBACC) and the Antarctic 64 

continental shelf break where the Antarctic Slope Current (ASC) encircles the Antarctic 65 

continent from east to west, lie the subpolar gyres. The subpolar gyres are covered by sea-ice 66 

almost fully during the austral winter and partially during the austral summer in the southern 67 

portion of the gyres. Both the relative warm interior water and the relatively cold water formed 68 

below the sea ice must pass through the intermediate current systems, i.e., the sub-polar gyres, in 69 

order to reach the marginal seas and the sub-Antarctic Ocean, respectively. There are two major 70 

subpolar gyres in the Southern Ocean. The first one, and the best documented, is the Weddell 71 

Gyre, located in the southern Atlantic Ocean (Gordon et al. 1981; Park and Gambéroni 1995; 72 

Vernet et al. 2019) occupying the region between the Antarctic Peninsula and the Kerguelen 73 

Plateau. The second major subpolar gyre, located in the southwest Pacific, is the Ross Gyre 74 

(Dotto et al. 2018; Gouretski 1999; Locarnini 1994). A third subpolar gyre, the Australian–75 
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Antarctic Gyre (Aoki et al. 2010; Matsumura and Yamazaki 2011; McCartney and Donohue 76 

2007), has been identified off East Antarctica.  77 

 78 
Figure 1: a) Key climatological features of the Southern Ocean. The shadings are bathymetry (m); the 79 
colored contours are the ACC boundary and jets (Park et al., 2019), and from north to south are north 80 
boundary of ACC (NBACC), Subantarctic Front (SAF), Polar Front (PF), Southern Antarctic Circumpolar 81 
Current Front (SACCF), and southern boundary of ACC (SBACC, blue). The black contours indicate the 82 
Weddell Gyre in the Atlantic Ocean and the Ross Gyre in the Pacific Ocean, based on recent satellite data 83 
(Armitage et al., 2018). White and grey color contours are sea-ice edges (ice concentration is 15%) for 84 
August and February. b) Major topographic features in the Ross Gyre area (meters).  85 

The Ross Gyre (Figure 1) is a cyclonic circulation system located south of the ACC in the 86 

southwestern Pacific Ocean bounded by the Antarctic continent to the south. The Ross Sea, on 87 

the shelf, extends under the glacial ice front and is an important basin for the formation of the 88 

dense waters. The larger Ross Gyre system is constrained by major topographic features in the 89 

Pacific sector (Figure 1b). The Pacific-Antarctic Ridge (PAR), located in the northwestern part 90 

of the Ross Gyre, steers the ACC and separates the ACC from the gyre to the south. The Ross 91 

Gyre’s northern extremity is the Udintsev Fracture Zone where the ACC crosses the mid-ocean 92 

ridge (e.g. Park et al. 2019). The Ross Gyre recirculates water from the southern limits of the 93 

ACC across the deep expanse of the southeast Pacific Basin all the way to the continental slope. 94 

At the western limit of the Ross Gyre the Pacific-Antarctic Ridge merges with several ridge 95 

systems extending from the continent in the neighborhood of the Balleny Islands. 96 

The southern portion of the Ross Gyre shows strong gradients in water mass properties, 97 

from Circumpolar Deep Water (CDW) to the Modified Circumpolar Deep Water (MCDW) to 98 

the Antarctic Surface Water (AASW; Jacobs 1991; Rickard et al. 2010). Quantitative estimates 99 
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of the gyre state are difficult to make from hydrographic observations alone due to the strong 100 

barotropic component of the circulation in this area of relatively weak stratification. Model 101 

representations of the subpolar gyres in the Southern Ocean exhibit large discrepancies (Wang 102 

2013; Wang and Meredith 2008) and cannot be easily validated because of the lack of 103 

observations. Compared to the Weddell Gyre (see the review of Vernet et al. 2019), the Ross 104 

Gyre is less well observed though new techniques to exploit satellite data in sea-ice and under-105 

ice Argo data are now providing much needed observations spanning the seasons in the subpolar 106 

regions of the Southern Ocean. While efforts have been made to describe the Ross Gyre using 107 

the various datasets, described below, the main drivers behind the Ross Gyre dynamics are not 108 

fully understood and have never been systematically examined.  109 

Past research invokes a variety of forcing mechanisms for subpolar gyre circulation based 110 

on different indices or proxy quantities of circulation. Wang and Meredith (2008) found that the 111 

simulated sub-polar gyres strengths in the Southern Ocean in AR4 climate coupled models are 112 

more likely determined by upper layer meridional density gradients, which are determined 113 

predominantly by the salinity gradients, and the authors assert that the Sverdrup balance cannot 114 

be used to explain the modeled sub-polar gyres because the link between the gyre strengths and 115 

wind stress curl is weak. However, a more recent work by Armitage et al. (2018) show using 116 

novel data from radar altimetry that can measure the ice-covered sea surface height that the 117 

month-to-month circulation variability based on sea-surface height of the Ross and Weddell 118 

Gyres is strongly influenced by the local wind field and is correlated with the local wind curl. 119 

Dotto et al. (2018) also attributed the Ross Gyre’s variability to the Antarctic Oscillation (AO), a 120 

large-scale atmosphere mode and to the low sea-surface pressure of the Amundsen Sea Low 121 

mode. A recent idealized basin study argues that buoyancy forcing in a subpolar gyre is of 122 

similar importance to wind forcing and cannot be neglected (Hogg and Gayen 2020), but the 123 

quantitative importance will depend on stratification, itself dependent on the buoyancy forcing. 124 

The main objectives of this paper are a) to review the strength estimates of the Ross gyre 125 

using observations, reanalysis, and model simulations to provide a reference framework and b) to 126 

quantitatively estimate the contributions of the wind, buoyancy, eddies, and the ACC to the Ross 127 

Gyre circulation. The layout of the paper is as follows. In section 2, we use observations and 128 

existing reanalysis model simulations to review the latest gyre estimates. Next, in section 3, we 129 

introduce the regional HYCOM model configuration together with the vertically integrated 130 
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vorticity equation that will be used to investigate the dynamical effects of various forcings on the 131 

Ross Gyre. We then present, in section 4, a series of sensitivity experiments designed to isolate 132 

the impact on the Ross Gyre circulation of a) the external forcings, i.e., the wind, and surface 133 

buoyancy, b) eddies, and c) the ACC. We then summarize and discuss our findings in the 134 

concluding section. 135 

2. Ross Gyre extent and transport from observations and models 136 

Before discussing the Ross Gyre’s extent, transport, and variability, it is important to define 137 

the gyre itself. One definition used by Dotto et al. (2018) is the largest possible closed contour of 138 

the dynamic ocean topography (DOT). The gyre center is then defined as the minimum DOT and 139 

the gyre transport is thus defined as the transport across the meridional section from the gyre 140 

center to the gyre southern boundary. Another way to characterize the gyre and gyre strength is 141 

to use the vertically integrated streamfunction with the gyre transport as the maximum 142 

streamfunction value. However, since observed velocities are not available, one has to make 143 

assumptions when applying the streamfunction-based definition to observational data from the 144 

Ross Gyre area. Dotto et al. (2018) used surface velocity throughout the water column to 145 

compute the transport, assuming no vertical shear. Another option is to estimate the vertical 146 

shear by applying the thermal wind relation to climatological T/S data.  147 

The transport estimates of the Ross Gyre vary greatly in the literature, most likely due to 148 

disparities in the data sources, definitions of the gyre extent, and the methods used (see Table 1 149 

for a review). Baroclinic estimates of the Ross Gyre transport are typically around 8 Sv by 150 

assuming no motion at the bottom (Gouretski 1999). Reid (1986, 1997), on the other hand, gives 151 

a transport closer to 20 Sv, because of an additional barotropic component based on observed 152 

westward bottom flows from a short current meter record. Chu and Fan (2007) suggest that the 153 

Ross Sea cyclonic gyre recirculates 15–30 Sv using an inverse model to calculate the volume 154 

transport from wind and hydrographic data. Models also show the gyre to be 20 Sv to 37 Sv, 155 

with large variations (Duan et al. 2016; Mazloff et al. 2010; Rickard et al. 2010; Wang 2013; 156 

Wang and Meredith 2008). A recent estimate of the Ross Gyre from altimetry data is about 23 Sv 157 

(Dotto et al. 2018) by, as noted above, assuming no vertical velocity shear in the interior ocean 158 

and computing the  transport by multiplying the surface velocity with the ocean depth.  159 
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Table 1: Ross Gyre Transport estimations. Unit: Sverdrup (106 m3s-1) 

Reference Value (Sv) Data/method 

Reid (1986, 1997) ~20 Barotropic component from short current meter record at bottom + 
baroclinic component from tracer analysis 

Chu and Fan (2007) 15-30 Inverse method 

Mazloff et al. (2010) 20 ± 5 SOSE 

Rickard et al. (2010) 22-33 Models (HadGEM1.1, HiGEM1.1, BRAN2.1) 

Wang (2008), 2013) 23 ± 21  CMIP3  

Wang and Meredith (2013) 24 ± 15 CMIP5 

Duan et al. (2016) 37 ± 6.4 SODA 

Dotto et al., (2018) 23 ±8 DOT (open + ice covered ocean), barotropic transport 

We now re-examine the Ross Gyre extent and transport using the latest observational data 160 

and state-of-the-art model data. The Ross Gyre is depicted in Figure 2 from the perspective of 161 

DOT/Sea Surface Height (SSH) contours derived from observations and model outputs and its 162 

extent is defined as the largest closed DOT/SSH contour. The observed DOT datasets are 163 

obtained from two data sources: 1) the Armitage et al. (2018) archive, hereafter referred to as 164 

Armitage-2018, and 2) the Centre for Polar Observation and Modelling (CPOM, 165 

http://www.cpom.ucl.ac.uk/dynamic_topography/), hereafter referred to as CPOM-2021, which 166 

is similar to Armitage-2018, but with a different geoid (Armitage et al. 2016). Both datasets are 167 

on a 50 km grid with Armitage-2018 spanning 2011–2015, while CPOM-2021 spans from 2011-168 

2019. Thus, the common period of 2011-2015 is chosen for the comparison. The SSH estimates 169 

of the ice-covered Southern Ocean are derived using radar altimetry data from the CyroSat-2 170 

(CS-2) mission (Wingham et al. 2006) following the method by Kwok and Morison (2016) and 171 

combined with conventional open-ocean (ice-free) SSH estimates to produce monthly 172 

composites of DOT. Both datasets show the Ross Gyre spanning 160°E to 140°W, bounded by 173 

the Pacific-Antarctic Ridge in the northwest and the ACC to the east. The gyre exhibits little 174 

variability at the northern and southern boundaries, due to topographic constraints on the gyre 175 

(see Figure S1 in the supplement). Larger variability exists at the eastern gyre boundary due to 176 

the variations of the position of the ACC. A smaller “sub-gyre” exists near the Balleny Islands to 177 
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the west, as does a gyre extension into the Amundson Sea in the southeast. The climatological 178 

gyre center differs between the two datasets, with the gyre center near 67°S, 150°W in Armitage-179 

2018 and 70°S, 165°W in CPOM-2021.  180 

 181 

Figure 2: Extent of the Ross Gyre from observations (a-b) and models (c-e). In each figure, the shading is 182 
Dynamic Ocean Topography (DOT (cm), observation) or Sea Surface Height (SSH (cm), model) and 183 
domain average has been removed. The thick black contour is the climatological gyre boundary. The red 184 
contour is the southern boundary of the ACC defined in Park et al. (2019), while the white contour is the 185 
southern boundary of the ACC in each dataset. a) is for Armitage-2018 data; b) for CPOM-2021 data; c) 186 
for B-SOSE; d) for HYCOM-reanalysis; e) for HYCOM-free. 187 

Modelled SSH are from three sources: the Biogeochemical Southern Ocean State Estimate 188 

(B-SOSE) (Verdy and Mazloff 2017); the global Hybrid Coordinate Ocean Model (HYCOM) 189 

(Bleck 2002; Chassignet et al. 2003; Halliwell 2004) reanalysis (Cummings and Smedstad 190 

2013); and a global HYCOM free simulation, i.e., without data assimilation (Chassignet et al. 191 

2020). More details about the model setups can be found in Appendix A. The major difference 192 

between the modeled gyres and those derived from observations is that the modeled Ross Gyres 193 

usually extend farther west into the Southern Indian Ocean, even tending to form a so-called 194 

super gyre (Duan et al. 2016). The modeled gyre boundaries show less variability than in the 195 

observations, except for the HYCOM reanalysis which exhibits higher variability at the northern 196 

boundary (see Figure S1 in the supplement) and where the whole gyre tends to shift to the south. 197 

The HYCOM free simulation provides a better gyre representation than the HYCOM reanalysis 198 

when compared to observations.  199 
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In the remainder of this section, we estimate and analyze the Ross Gyre transport using 200 

observations and the model output. Variables used to compute the estimates include DOT from 201 

observations, SSH from model output, temperature and salinity (T/S) from observations and 202 

model output, as well as velocities from Argo trajectories-based product and model output. 203 

Temperature is potential temperature unless otherwise specified. Details about the data can be 204 

found in Appendix A.  205 

To get an estimate of the absolute or total Ross Gyre transport using the DOT, we need to 206 

derive 3D geostrophic velocities. The observed surface velocities are first calculated from the 207 

DOT using geostrophy. The subsurface absolute geostrophic velocities are then determined using 208 

the thermal wind relation from observational T/S data and the surface velocities (e.g., Kosempa 209 

and Chambers 2014; Vigo et al. 2018). More details about these calculations can be found in 210 

Appendix B. The T/S data are from three climatological datasets [WOA18 (Boyer et al. 2018); 211 

GLODAPv2-2016b (Lauvset et al. 2016); and GDEM4 (Carnes et al. 2010)] that are widely used 212 

in the oceanography community and are considered best available estimates of the ocean state 213 

from observations on a large scale. Although these Ross gyre T/S datasets consist of 214 

climatological data, they do add a vertical shear contribution that one would not get if the surface 215 

velocity were assumed to extend all the way to the bottom (no vertical shear) as in Dotto et al. 216 

(2018).  Once the full three-dimensional geostrophic velocities are available, the geostrophic 217 

vertically integrated streamfunction can be obtained by integrating the zonal absolute 218 

geostrophic velocity from the coast of Antarctica. To quantify how well this approximation 219 

works, we used the B-SOSE model to compare the transports computed using the full model 220 

velocities and those computed from three-dimensional geostrophic velocities. The two fields are 221 

almost identical (see Figures S2 and S3 in the supplement).  222 

We apply the above transport calculation to the two observational monthly DOT data using 223 

the three available climatological T/S datasets mentioned earlier. The first set of results uses the 224 

Armitage-2018 DOT data, while the second uses the CPOM-2021 DOT data. The mean absolute 225 

geostrophic velocities at 1000 m along, when compared to the mean velocities derived from 226 

ANDRO Argo floats displacement (Ollitrault and Rannou 2013), are found to be in good 227 

agreement in terms of magnitude and pattern (see Figures S4 and S5 in the supplement). To 228 

compare quantitatively the results, we calculate the standard error between the calculated 229 

absolute geostrophic velocities with the velocities derived from the ANDRO Argo floats 230 
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displacements, as summarized in Table 2. The combinations using GDEM4 T/S usually contain 231 

the largest errors, and errors of combinations using the Armitage-2018 DOT are smaller than 232 

those of combinations using CPOM-2021 DOT. The lowest errors in the zonal velocities are 233 

from the combination of Armitage-2018 DOT + WOA18 T/S, and the errors in the meridional 234 

velocities are also the lowest. The second and third lowest errors of the zonal velocities are from 235 

the combinations of Armitage-2018 DOT + GLODAPv2-2016b T/S and CPOM-2021 DOT + 236 

WOA18 T/S. Next, we will show how these three combinations better describe the gyre extent, 237 

with the Armitage-2018 DOT + GLODAPv2-2016b combination providing the most reasonable 238 

estimate. 239 

Table 2: Standard deviation (cm/s) of the difference between the geostrophic 
velocities with ANDRO velocities 

 WOA18 GLODAPv2_2016b GDEM4 

Armitage-2018 
ustd 2.02 2.12 2.58 

vstd 1.51 1.79 1.56 

CPOM-2021 
ustd 2.18 2.30 2.97 

vstd 1.90 2.02 2.09 

The next step is to define the gyre based on the geostrophic transport streamfunction. The 240 

gyre boundary is defined as the largest closed streamfunction contour, and the gyre center as 241 

where the maximum streamfunction is located in the domain. The Ross Gyre transport is defined 242 

as the zonal transport across the meridional section from the gyre center to the southern 243 

boundary. Two types of transport are defined: first, transport is computed from the 3D 244 

geostrophic velocities as described above; the second definition of transport assumes that there is 245 

no vertical shear and that the velocities are equal to the surface velocities as in Dotto et al. 246 

(2018). We define the first transport as the full transport, while the latter is referred to as the 247 

barotropic transport. Note that the term “barotropic” in “barotropic transport” here refers to 248 

vertical integration of velocities that are assumed to be equal the surface velocities (i.e., the 249 

velocity at the surface × depth) as in Dotto et al. (2018). Figure 3 shows the gyre extent from the 250 

geostrophic streamfunctions derived from the observations (Figures 3a-f), along with that from 251 

the streamfunctions for model outputs (Figures 3g-i). The mean gyre transports are summarized 252 

in Table 3. The result shows that there are large variations across the observational datasets, but 253 
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this is the first time that large-scale subsurface velocities are used to perform Ross gyre transport 254 

calculations, providing more accurate observed transport estimates. 255 

 256 
Figure 3: Climatological geostrophic streamfunctions (Sv) from observations and from models. a)-c) are 257 
for Armitage-2018) DOT + climatological T/S from WOA18, GLODAPv2-2016b and GDEM4 258 
respectively; d)-f) are CPOM-2021 DOT + climatological T/S from WOA18, GLODAPv2-2016b and 259 
GDEM4 respectively; g)-i) are from B-SOSE, the HYCOM reanalysis, and the HYCOM free simulation, 260 
respectively. The black contours are in 10 Sv intervals, and the thick one is the 0 Sv contour. The 261 
overlayed colored contours (green and blue colors) are gyre extent identified by largest closed contour of 262 
DOT/SSH (green) or streamfunction (blue). 263 

Considering the gyre extent, the streamfunction-based gyre boundaries are located more 264 

to the south and southeast than the DOT-based boundaries, incorporating the gyre extension into 265 

the Amundsen Sea. The GDEM4 combinations (Figures 3c and f), however, result in excessive 266 

gyre expansion into areas that are supposed to be part of the ACC from the DOT view, and the 267 

mean transport can exceed 110 Sv (Table 3). This is not too surprising since the GDEM4 268 

combinations give large errors compared to the Argo-based observation. It is of particular 269 

interest to examine the details of the three observed combinations with lowest zonal velocity 270 

errors (Figures 3a, b, and d, respectively). First, the gyres’ shapes follow the Pacific-Antarctic 271 
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Ridge in the northwest very well, except for the Armitage-2018 + WOA18 combination which 272 

shows too much expansion into the ACC area. Second, the gyres extend into the Udintsev 273 

Fracture Zone, an important feature of the Ross Gyre. Third, the gyre boundaries in the 274 

southwest follow the shape of the Hallett Ridge, except for the CW combination. Additionally, 275 

the Armitage-2018 + GLODAPv2-2016b combination has a western extension of the Ross Gyre, 276 

which is often referred to as the Balleny Gyre, another important characteristic of the region.  277 

Table 3: Gyre transport (in Sv) from observations 
 WOA18 T/S GLODAPv2_2016b T/S GDEM4 T/S 

 Armitage-
2018 DOT 

CPOM-2021 
DOT 

Armitage-
2018 DOT 

CPOM-2021 
DOT 

Armitage-
2018 DOT 

CPOM-
2021 
DOT 

Barotropic 70.9±11.3 51.5±13.0 66.5±12.6 47.9±14.5 74.1±13.4 52.4±14.6 

Full 64.1+10.8 45.8±11.5 46.9±10.6 37.7±8.2 112.3±10.9 84.9±11.5 

Baroclinic -6.8 -5.7 -19.6 -10.2 38.2 32.5 

Max STMF 69.3±11.3 48.3±12.4 53.7±10.6 40.9±8.9 122.8±11.0 93.1±14.1 

 278 

The mean transport of the Armitage-2018 + WOA18, Armitage-2018 + GLODAPv2-279 

2016b, and CPOM-2021 + WOA18 combinations are 64.1+10.8, 46.9±10.6, and 45.8±11.5 Sv, 280 

respectively (Table 3). These numbers are more than twice and even three times the typical value 281 

of ~20 Sv from several  estimates (e.g. Reid 1986 and 1997; Dotto et al. 2018), but closer to the 282 

50 Sv transport anticipated by McCartney and Donohue (2007). The Armitage-2018 + 283 

GLODAPv2-2016b combination provides the best estimate of the Ross Gyre transport with 284 

lower zonal velocity errors, a good representation of the gyre extent, and a reasonable gyre 285 

transport estimate. 286 

To evaluate the contributions of baroclinicity to the Ross Gyre strength, we also calculate 287 

the baroclinic transport (see Table 3) which is defined as the difference between the full transport 288 

and the barotropic transport which assumes that the velocity is uniform in vertical and equal to 289 

the surface velocity (i.e., the vertical integration of the surface geostrophic velocity × depth) 290 

(Dotto et al. 2018). The baroclinic transports of the WOA18 combinations are the smallest (-6.8 291 

or -5.7 Sv, with the minus sign indicated a decrease in the transport) when compared to the 292 

others; the baroclinic contribution is of the opposite sign and too strong with GDEM4 (38.2 or 293 

32.5 Sv) and moderate with GLODAPv2-2016b (-19.6 or -10.2 Sv).  294 
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 295 
Figure 4: a)-c) are potential temperature (ºC), salinity (psu), and zonal velocity (m/s) along 150ºW for the 296 
WOA18 data; d)-f) are potential temperature, salinity, and zonal velocity along 150ºW for the 297 
GLODAPv2-2016b data; g)-i) are potential temperature, salinity, and zonal velocity along 150ºW for the 298 
GDEM4 data; The overlay contours are the potential density (kg/m3). The zonal velocities are based on the 299 
Armitage et al. (2018) DOT and corresponding T/S data. 300 

Figure 4 shows the potential temperature, salinity, and zonal velocity along 150ºW for the 301 

WOA18, GLODAPv2-2016b, and GDEM4 data. The potential densities (𝜎𝜎2) are plotted on top 302 

of the displayed variables (black contours). The zonal velocities are derived from the Armitage-303 

2018 DOT and above T/S data. The climatological gyre center is typically around 150ºW and 304 

67ºS. For the WOA18 data, due to the salinity maximum at depth of about 400-1500 m and south 305 

69ºS, the thermal wind accelerates the westward currents and decelerates the currents below. 306 

This means that, to some extent, the barotropic and baroclinic contributions cancel each other out 307 

during a vertical integration, and the overall impact of baroclinicity on the transport can be 308 

relatively small. For GDEM4, the continuous southward upward tilting of the density contour 309 

means an acceleration of the westward currents favors a stronger westward transport and can 310 

even reverse the velocity from eastward at the surface to westward in the subsurface. This will 311 

push the gyre center to the north of 65ºS, and thus further facilitate a larger transport calculation. 312 
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For GLODAPv2-2016b, the density contours tilt downward to the south over almost the entire 313 

depth, thus reducing the transport with a moderate impact on the full gyre transport. 314 

Next, we discuss the time variability of the Ross Gyre from the observations. Three sets 315 

of indices are defined as proxies for the gyre variability: barotropic and full gyre transport along 316 

150ºW, and the maximum full streamfunction value. We focus mainly on the Armitage-2018 + 317 

GLODAPv2-2016b combination as it provides the best estimate of the Ross Gyre extent and 318 

transport. As it can be seen in Figure 5, the barotropic transport time series is significantly 319 

correlated (0.89) with that of the full transport. This is because the barotropic component 320 

dominates the full transport variability on monthly interannual time scales (Dotto et al. 2018). 321 

The maximum streamfunction time series are also highly correlated with the full transport time 322 

series. However, the transport south of the Ross Gyre, which contributes ~5 Sv to the maximum 323 

streamfunction, has little correlation with the gyre transport (-0.17), indicating that Antarctic 324 

Slope Current is not part of the southern branch of the Ross Gyre. Discussing the role of the 325 

Antarctic Slope Current is beyond the scope of this paper; nevertheless, the high correlations 326 

between the maximum streamfunction and the full transport indicate that it is adequate to use the 327 

maximum streamfunction to quantify the gyres’ variability. The gyre’s strength (defined as the 328 

full transport across the section from the gyre center to the gyre boundary) has been declining 329 

since 2012 (Figure 5b) and exhibits a strong seasonal cycle. It is usually strongest in the austral 330 

winter (peak in July), and weakest in austral summer (lowest in February), with two other sub-331 

peaks in September and March. The barotropic and maximum streamfunction time series 332 

confirm these characteristics. 333 
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 334 
Figure 5: Gyre transport (Sv) time series based on the Armitage-2018 DOT and GLODAPv2-2016b T/S 335 
data: a)-c) and d)-f) are monthly transports and the corresponding annual cycle, respectively. The 336 
shadings in the annual cycle panels are the monthly standard deviation from the time series. 337 

Because only annual mean climatological observed T/S data are available, we used the B-338 

SOSE reanalysis data to quantify the impact of using climatological T/S when computing the 339 

transport. The comparison of the monthly SSH + mean T/S transport estimates to that of the 340 

monthly SSH + monthly T/S estimates shows that, by using monthly T/S, the correlations 341 

between the geostrophic transports and full model transports increase to 0.97, 0.95, and 0.58, 342 

respectively from 0.8, 0.63, and 0.38 when the mean T/S is used (as done with the observational 343 

data) for the maximum streamfunction, full and barotropic transport, respectively. This 344 

demonstrates that the computation is more accurate when the T/S data time variability is 345 

included and gives us confidence in the validity of the method used to estimate the transport of 346 

the Ross Gyre. Furthermore, the seasonal cycle is consistent across different scenarios (see 347 

Figure S6 in the supplement), with the exception of the barotropic components because the B-348 

SOSE model exhibits stronger baroclinicity, as described later. 349 

The mean transport streamfunction from the numerical models are presented in Figures 350 

3g-i along with the observations. The Ross gyre extents based on the streamfunction show better 351 

agreements than the SSH-based definition as in the observations. For example, the 352 

streamfunction-based gyre boundaries shift more to the south and to the southeast than the SSH-353 

based boundaries, which includes the gyre extension into the Amundsen Sea. As summarized in 354 
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Table 4, the models on average have a weaker gyre transport with less variability (see Figure S7 355 

in the supplement), with mean full transport of 30.5±3.3 Sv, 18.2±4.7 Sv, and 17.7±3.9 Sv for B-356 

SOSE, the HYCOM reanalysis, and the HYCOM free global simulation, respectively. The B-357 

SOSE and the HYCOM free global simulations show strong baroclinic transport (-31.1 Sv and -358 

20 Sv, respectively), which can be confirmed by looking at the T/S/U cross sections at 150ºW 359 

(Figures 6a-c for B-SOSE and Figures 6g-i for the HYCOM free global simulation). The 360 

baroclinic transport can cancel about half of the barotropic transport (61.6±9.2 Sv and 37.7±7.0 361 

Sv). Due to strong baroclinic transports, the correlations between barotropic transport and the 362 

full transport have lower values of 0.42 and 0.54 for B-SOSE and the HYCOM free global 363 

simulation, respectively. While the HYCOM reanalysis transport is more barotropic (24.0±7.0 364 

Sv), the baroclinic transport is only -5.8 Sv. Due to the weak baroclinicity (Figures 6d-e), the 365 

barotropic transports are highly correlated with the full gyre transport and the coefficient is 0.84. 366 

All the models illustrate that the maximum streamfunction is sufficient to represent the gyre 367 

variability due to their high correlation with the full gyre transport, with the coefficients of 0.91, 368 

0.89, and 0.84 for B-SOSE, HYCOM reanalysis and HYCOM free global simulation. 369 

Table 4: Gyre transport (in Sv) from models 

 BSOSE HYCOM reanalysis HYCOM free running  

Barotropic 61.6±9.2 24.0±7.0 37.7±7.0  

Full 30.5±3.3 18.2±4.7 17.7±3.9  

Baroclinic -31.1 -5.8 -20  

Max STMF 35.3±4.0 23.9±5.2 29.7±4.6  

 370 
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 371 
Figure 6: a)-c) are potential temperature (ºC), salinity (psu), and zonal velocity (m/s) along 150ºW for the 372 
B-SOSE data; d)-f) are potential temperature, salinity, and zonal velocity along 150ºW for the HYCOM 373 
reanalysis data; g)-i) are potential temperature, salinity, and zonal velocity along 150ºW for the HYCOM 374 
free global simulation data; the overlay contour and potential density (kg/m3). The zonal velocities are 375 
from direct model outputs. 376 

3. Regional model configuration and vertically integrated vorticity analysis 377 

a) Model configuration and experimental setup 378 

The numerical model used for the regional experiments is HYCOM model which solves 379 

the hydrostatic primitive equations on its unique “hybrid” generalized vertical coordinate to 380 

combine the advantages of the different types of coordinates to optimally simulate coastal and 381 

open-ocean circulation features: in the open and stratified ocean, the isopycnic coordinate is 382 

primarily used in the interior to avoid spurious mixing arising from fixed vertical coordinates; 383 

the coordinate then smoothly transitions to z-level coordinates (levels at constant fixed depth or 384 

pressure) to maintain high vertical resolution in the surface mixed layer and sufficient vertical 385 

resolution in unstratified or weakly stratified regions of the ocean; and finally the coordinate 386 

becomes a terrain-following  sigma coordinate in shallow coastal regions. The use of the 387 

generalized coordinate in HYCOM allows to adjust the vertical spacing of the coordinate 388 
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surfaces and simplifies the numerical implementation of several physical processes (e.g., mixed 389 

layer detrainment, convective adjustment, sea ice modeling) (see Chassignet et al. (2006) for a 390 

review), while keeping an efficient vertical resolution throughout most of the ocean’s water 391 

column. 392 

The surface atmospheric forcing data is from JRA55-do (version 1.4., Tsujino et al., 393 

2018), used in phase 2 of OMIP for driving ocean-sea ice models. JRA55-do is based on the 394 

atmospheric reanalysis product JRA-55 (Kobayashi et al. 2015) with correction applied to it 395 

using satellite and other atmospheric reanalysis products. JRA55-do provides a high horizontal 396 

resolution (~55 km) and a temporal interval (3 h) that can suitably replace the current 397 

CORE/OMIP-1 dataset based on an assessment by Tsujino et al. (2020). Additional details can 398 

be found at (https://climate.mri-jma.go.jp/pub/ocean/JRA55-do/). The lateral boundary forcing is 399 

from the global 1/12° HYCOM global simulation without data assimilation (Chassignet et al. 400 

2020). No ice components are calculated in the regional model, however the sea ice parameters 401 

(ice coverage, ice velocities, and surface heat and water fluxes) from the HYCOM global 402 

simulation are used as inputs to the regional model. 403 

The horizontal resolution is 1/6° for the regional configuration (150E°-120°W – 78°S-404 

57°S). The main reason we use 1/6° instead of 1/12° or higher is to match the 1/6° B-SOSE 405 

model resolution, and because of computational resource limitations. 1/6° is eddy-permitting in 406 

the Ross Gyre area. The regional model uses the same 36 hybrid coordinates of the 1/12° global 407 

HYCOM simulation in which it is nested. As shown in Figure 7, the gyre in the REFERENCE 408 

experiment can be clearly identified from the SSH contours (Figures 7 a-b) and is similar to that 409 

of the HYCOM free global simulation used to force the regional model at the boundaries, 410 

although the gyre center is not as well defined. The full streamfunction map (Figures 7c-d) 411 

shows a stronger gyre transport in the regional model and is closer to observations. The thermal 412 

structure between the regional model and regional model are similar (see Figure S8 in the 413 

supplement), which can be confirmed by the decomposition of the velocity into barotropic and 414 

baroclinic components (see Figure S9 in the supplement). This difference is due to the barotropic 415 

response of the regional model to a stronger surface stress in the regional model (see Figure S10 416 

in the supplement) which arises from differences in the ice stress formulation between the two 417 

configurations (computed online versus prescribed). 418 
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 419 
Figure 7: Global versus regional models: a) and c) are SSH (cm) and transport streamfunction (Sv) from 420 
the global simulation; b) and d) are from the regional model reference simulation. 421 

b) Vertically integrated vorticity balance of the Ross Gyre 422 

The aim of this section is to gain insight about the Ross Gyre dynamics by analyzing the 423 

vertically integrated vorticity balance in the regional REFERENCE configuration as well as in 424 

the B-SOSE ocean state estimate. A similar vorticity balance analysis has been used to study the 425 

dynamics of the subtropical and sub-polar gyres in the North Atlantic Ocean (e.g., Alexander-426 

Astiz Le Bras et al. 2019; Le Corre et al. 2019; Le Corre et al. 2020; Schoonover et al. 2016; 427 

Yeager 2015).  428 

The vertically integrated vorticity equation is found by cross differentiating the vertically 429 

integrated momentum equation (Le Corre et al. 2020): 430 
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.  

𝜔𝜔 = 𝐤𝐤 ⋅ ∇ × 𝒖𝒖 is the curl of the vertically integrated components of the velocity from the bottom 431 

to the surface where 𝒖𝒖 = ∫ 𝒖𝒖𝑑𝑑𝑑𝑑𝜂𝜂
−ℎ  is the vertical integrated velocity, with 𝒖𝒖 = (𝑢𝑢, 𝑣𝑣)the velocity 432 

in (𝑥𝑥,𝑦𝑦),  η the free surface height, and h the topography. The rate term on the left-hand side of 433 
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the equation is negligible when averaged over a long time period. (a) is the planetary vorticity 434 

advection term, and for long enough time averaging period, ∇ ⋅ (𝑓𝑓𝒖𝒖) =  −𝛽𝛽𝑣𝑣   − 𝑓𝑓 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
≈ −𝛽𝛽𝑣𝑣. 435 

We therefore define the planetary vorticity advection term as the β-term. (b) is the Jacobian of 436 

the bottom pressure and the depth, which is referred to as the bottom pressure torque (BPT) and 437 

includes the effect of the topography on the flow. This term can be written as 𝐽𝐽(𝑃𝑃𝑏𝑏,ℎ)
𝜌𝜌0

= 𝑓𝑓𝒖𝒖𝑔𝑔𝑔𝑔 ·438 

𝛻𝛻ℎ = 𝑓𝑓𝑤𝑤𝑏𝑏 when the geostrophic balance and the free-slip boundary condition are assumed, 439 

where 𝒖𝒖𝑔𝑔𝑔𝑔is the bottom geostropic velocity, and 𝑤𝑤𝑏𝑏is the vertical velocity across the isobath. 440 

Therefore, the BPT represents the vortex stretching effects of the flow crossing isobaths. (c) is 441 

the wind stress curl of 𝐤𝐤 ⋅ ∇ × 𝝉𝝉wind 
𝜌𝜌0

, and (d) is 𝐤𝐤 ⋅ ∇ × 𝝉𝝉bot 
𝜌𝜌0

 and is the bottom drag curl (BDC). (e) 442 

is symbolized by 𝐴𝐴Σ and is the curl of the horizontal diffusion of momentum. BDC and 𝐴𝐴Σ may 443 

also be combined as the dissipation or friction torque term, as is done for the B-SOSE output.  (f) 444 

𝑁𝑁Σ is the nonlinear torque term arising from the advection terms in the momentum equation, 445 

which includes contributions from the curl of the vertically integrated momentum flux 446 

divergence, nonlinear vortex stretching, and vertical shear to barotropic vorticity transfer 447 

(Schoonover et al. 2016). 448 

Figure 8 displays each of the vertically integrated vorticity equation components for the B-449 

SOSE data. They have been smoothed with a Gaussian kernel of 1º to facilitate the interpretation. 450 

We can see that the BPT (Figure 8a) and nonlinear terms (Figure 8b) are balancing each other 451 

locally, and that the pattern of their summation (Figure 8f) matches the planetary vorticity 452 

advection term (β-term, Figure 8c). The surface stress curl (Figure 8d) is relatively weak when 453 

compared to the BTP and nonlinear terms. However, in the Ross Gyre, particularly in the 454 

interior, it is of the same order. The friction term (Figure 8e), i.e., the sum of horizontal viscosity 455 

and bottom drag, is very small, thus friction does not play a large role in the gyre vorticity 456 

balance in B-SOSE.  457 

To see the effects of each term at the gyre scale, we perform spatial integrations to 458 

identify their contributions to the gyre (Figure 9). We use the largest possible closed contour of 459 

the full streamfunction to define the gyre. By integrating inside this contour, the major source of 460 

anti-cyclonic circulation of the gyre is the surface stress (Figure 9a), which is mainly balanced by 461 

the BPT term. The β-term is nearly zero since the closed stream function contour is selected. The 462 

nonlinear term contributes a small portion to the vorticity sources. 463 
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Next, we divide the gyre into the interior and boundary domains. The area between the 464 

largest closed contour of the stream function and 4000 m is defined as the gyre boundary area 465 

(Figure 9c, the green shading), while the rest is the gyre interior (Figure 9b, the green shading). 466 

A depth of 4000 m is chosen because it roughly separates the relatively flat basin from the ridges 467 

in the west. The results are shown in Figure 9. In the gyre interior, the leading vorticity source 468 

term is the surface stress curl, which is in balance with the β-term. Other terms are small, 469 

indicating that the gyre interior is in the classical Sverdrup balance (Munk 1950). Due to the 470 

weak stratification, the currents in the gyre boundary have strong barotropic components and are 471 

steered by the topography. The BPT term becomes the major vorticity sink term, the balance is 472 

between the surface stress curl, β-term, and the BPT. Thus, the gyre is in the so-called 473 

topographic Sverdrup balance (Le Corre et al. 2020) in the western boundary area, distinct from 474 

the classical Munk (1950) balance, in which the viscous effects were required to close the 475 

vorticity budget of the gyres. 476 

The vertically integrated vorticity analysis (Figure 10) shows a similar dynamical regime 477 

in the HYCOM regional model to that of the B-SOSE model (Figure 9), in which the gyre is in 478 

the classical topographic Sverdrup/Sverdrup relation in the gyre boundaries/interiors. However, 479 

the BPT term is more important and becomes a major vorticity sink even larger than the β-term 480 

in the gyre interior, which modifies balance of the gyre interior toward the topographic Sverdrup 481 

balance and away from the standard Sverdrup balance. To document the impact of eddies, we 482 

decomposed the nonlinear term into the time mean and eddy terms (Figure 11). The nonlinear 483 

term as a whole is a weak vorticity source in the gyre interior and a sink in the gyre boundary 484 

area, and the eddy component is the major contributor to the nonlinear term. 485 
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 486 
Figure 8: Spatial map of the time mean of each term in the vorticity equation in B-SOSE: a) bottom 487 
pressure torque, b) nonlinear terms, c) the planetary vorticity, d) wind stress curl, e) and dissipation term. 488 
f) sum of bottom pressure torque and non-linear terms. Unit for each term is m/s2. The fields have been 489 
smoothed using a kernel of 1º radius. The black contours represent the bathymetry (m).  490 
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 491 
Figure 9: Area integral of each term of the vertically integrated vorticity equation in B-SOSE, a) is for the 492 
whole gyre area by the largest closed streamfunction contour; b) and c) for gyre interior and boundary area. 493 
The unit is m3/s2. The separation of interior and boundary is 4000 m model bathymetry. 494 

 495 
Figure 10: Area integral of each term of the vorticity equation for the regional HYCOM reference 496 
experiment, a) is for the whole gyre area by the largest closed streamfunction contour; b) and c) for gyre 497 
interior and boundary area. The unit is m3/s2. The separation of interior and boundary is 4000 m model 498 
bathymetry.  499 

 500 
Figure 11: Area integral of nonlinear, nonlinear-mean and nonlinear-eddy for the regional HYCOM 501 
REFERENCE experiment, a) is for the whole gyre area by the largest closed full streamfunction contour; 502 
b) and c) for gyre interior and boundary area. The unit is m3/s2. The separation between the interior and 503 
boundary areas is the 4000 m model bathymetry. 504 

Recent work has attributed the Ross Gyre variability to surface stress (e.g. Armitage et al. 505 

2018; Auger et al. 2022; Dotto et al. 2018; Naveira Garabato et al. 2019). The vertically 506 

integrated vorticity analysis in our study also highlights the importance of the surface stress curl. 507 

The Ross Gyre is seasonally covered by sea-ice, thus the wind stress felt by the ocean is 508 

modulated by the sea ice. To demonstrate this situation, we decompose the stress felt by the 509 

ocean into the surface wind stress and ice stress. The surface stress can be formulated as in 510 

Tsamados et al. (2014): 511 

𝝉𝝉 = (1 − 𝛼𝛼)𝝉𝝉𝑎𝑎𝑎𝑎 +  𝛼𝛼𝝉𝝉𝑖𝑖𝑖𝑖 512 
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where 𝝉𝝉𝑎𝑎𝑎𝑎 = 𝜌𝜌𝑎𝑎𝐶𝐶𝑑𝑑|𝑼𝑼10|𝑼𝑼10 is the wind stress, and 𝝉𝝉𝑖𝑖𝑖𝑖 = 𝜌𝜌𝑤𝑤𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑|𝑼𝑼𝑖𝑖|𝑼𝑼𝑖𝑖 is the drag due to the 513 

movement of the sea ice. 𝑼𝑼10 and 𝑼𝑼𝑖𝑖 are wind at 10m and ice velocity respectively. 𝛼𝛼 is the sea 514 

ice concentration, 𝜌𝜌𝑎𝑎 = 1.25 kg · m−3 is the air density, and 𝐶𝐶𝑑𝑑 is the air-ocean drag coefficient 515 

and set to be 1.25·10-3. 𝜌𝜌𝑤𝑤 is the density of water and set to be 1026 kg·m-3. 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑 is the ice-water 516 

drag coefficient and we set it to be 0.00572, that used in the HYCOM model by default.  517 

Figure 12 shows the time series of average curls of wind stress (black), ice stress (blue) 518 

and surface stress (red) in the domain of [160ºW-130ºW, 72ºS-66ºS] near the gyre center, along 519 

with the maximum geostrophic streamfunction (purple) from the combination of Armitage-2018 520 

DOT + GLODAPv2-2016b T/S. The correlations between the maximum streamfunction, the 521 

wind stress curl, the ice stress curl, and the surface stress curl are (0.097, p= 0.462), (0.272, p= 522 

0.036<0.05), and (0.31, p= 0.016<0.05), respectively. Thus, the ice stress and surface stress curl 523 

are significantly correlated with the maximum streamfunction, while the wind stress alone is not. 524 

The surface stress is dominated by the sea ice stress in winter and wind stress in summer. It is 525 

interesting to note the seasonal cycle of surface stress is similar to that of the maximum 526 

streamfunction, although there are some discrepancies.  527 

The relation between the gyre variability and surface stress is much clearer in the regional 528 

model (Figure 13). The maximum streamfunction used here to represent the gyre variability is 529 

significantly correlated with averaged surface stress curl in the domain of [160Wº-130ºW, 72ºS-530 

66ºS] (coefficient is 0.77, p<0.001). There are two major peaks in the seasonal cycle of the 531 

streamfunction, one in August and the second one in October, both of which correspond to the 532 

maximums in wind stress curl. The gyre is usually weak in the austral summer when the sea ice 533 

is minimal, and the stress curl is the smallest. This significant correlation, together with the 534 

vertically integrated vorticity analysis results, is consistent with the surface stress being a key 535 

driver of the Ross Gyre. 536 
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 537 
Figure 12: Time series of average curls of wind stress (black), ice stress(blue) and surface stress (red) in 538 
the domain of [160ºW-130ºW, 72ºS-66ºS], and the maximum geostrophic streamfunction (purple, Sv) 539 
from the combination of Armitage-2018 DOT + GLODAPv2-2016b T/S (AG combination). The unit for 540 
the stresses is N/m3. 541 

 542 
Figure 13: Time series of maximum streamfunction in the regional HYCOM EXP-REFERENCE 543 
experiment. The red line is the maximum streamfunction (unit: Sv), while the black line is the average of 544 
the surface stress curls (unit: 10-6 N·m-3) in the domain of [160ºW-130ºW, 72ºS-66ºS].  545 

4. Sensitivity experiments 546 

Several sensitivity experiments were performed to quantify the impact of a) the wind, b) 547 

buoyancy, c) non-linearity/eddies, and d) boundary conditions (see Table 5 for details). All 548 

regional sensitivity experiments are run for 11 years (2005-2015) with the analysis performed 549 

over the final five years. 550 
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Table 5: Specifications of the numeric experiments 

Experiment Wind Surface Buoyancy Nonlinear Lateral Boundary 
REFERENCE Yes Yes Yes On 

EXP-NO-STRESS No Yes Yes On 
EXP-NO-BUOYANCY Yes No Yes On 

EXP-LINEAR Yes Yes No On 
EXP-NO-SURFACE-FORCING No No Yes On 

EXP-NO-SURFACE-FORCING-
WALL No No Yes 

Wall to the west 
boundary south of 

62ºS 

a) Influence of surface stress 551 

We have shown that the gyre variability is strongly correlated with the domain averaged 552 

surface wind stress curl. The vertically integrated vorticity analysis both in B-SOSE and the 553 

REFERENCE experiments also shows the gyre interior to be in the classic Sverdrup balance. It 554 

is therefore likely that the surface wind stress is a major driver of the Ross Gyre circulation and, 555 

to highlight this point, we performed the sensitivity experiment EXP-NO-STRESS by turning off 556 

all the surface wind stress induced forcing. EXP-NO-STRESS exhibits a much weaker gyre than 557 

the REFERENCE experiment, and the gyre retracts and decreases in strength by more than 25 Sv 558 

(Figure 14c). The center of the gyre also shifts to the southwest (Figure 14b). Due to the lack of 559 

upwelling induced by the surface stress, the interior isopycnic surfaces are flatter (see Figure S11 560 

in supplement) hence the gyre is re-centered more to the south. Accordingly, the ACC without 561 

wind stress becomes broader, allowing more water intrusion from the north, and eventually 562 

bringing warmer and saltier water upward to the south. This weaker gyre, which we call the 563 

residual gyre (i.e., not wind driven), is mostly driven by lateral boundary conditions i.e., the 564 

ACC. The seasonal cycle of the gyre also disappears (see Figure S12 in supplement).  565 

 566 
Figure 14: Streamfunction (Sv) for a) the REFERENCE experiment; b) EXP-NO-STRESS; and c) their 567 
difference: (b) minus (a). The green line is the climatological edge of sea ice coverage. 568 

b) Influence of non-linearity/eddies 569 
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The vorticity analysis also shows that the nonlinear term, which includes the effects of 570 

eddies, is not a major term from an integral balance perspective. However, it can be one of the 571 

largest terms locally. Further, we have shown that the eddy term dominates the nonlinear term. 572 

Thus, to examine the impact of eddies on the solution, we performed the experiment EXP-573 

LINEAR by removing the nonlinear terms from the momentum model equations. As seen in 574 

Figure 15, in the absence of nonlinear terms, the downstream ACC becomes stronger, while the 575 

gyre extent is essentially the same as in the REFERENCE experiment; however, the northeastern 576 

part of the gyre shrinks and is bounded by a narrower jet. The mean gyre strength increases 577 

slightly (~2 Sv) and its variability is similar to that of the REFERENCE experiment (see Figure 578 

S13 in supplement). The vertically integrated vorticity analysis (see Figure S14 in supplement) 579 

for this experiment is very similar to the REFERENCE experiment, confirming that the nonlinear 580 

eddies are not an essential component on the gyre scale. 581 

  582 
Figure 15: Streamfunction (Sv) for a) the REFERENCE experiment; b) EXP-LINEAR; and c) their 583 
difference (b) minus a)). The green line is the climatological edge of sea ice coverage. 584 

In Figure 16, one can however see that the slope of the isopycnal surfaces between the 585 

gyre and the ACC collapses in EXP-LINEAR resulting in flattened isopycnals, and that there is a 586 

strong T and S transition at the edge of sea ice coverage. Our EXP-LINEAR seems to imply that 587 

eddies may be responsible for maintaining the mean thermal structure; however, a linear model 588 

by necessity tends to shut off interior flow below the layer directly forced by the wind (Charney 589 

and Flierl, 1981). The presence of mean flow imposed by the boundary conditions implies that 590 

this effect does not apply in the ACC region. Outside this region topography hastens the 591 

shutdown, resulting in little vertical shear and relatively flat isopycnals. Furthermore, the 592 

stratification in the western part of the gyre is difficult to alter when the nonlinear terms are 593 

removed, possibly because the topography determines, to a large extent, the thermal or density 594 

structure, as surmised in the idealized modeling of Wilson et al. (2022).  595 
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  596 
Figure 16: a)-b)-c) are potential temperature (ºC) along 150ºW. a) is the REFERENCE experiment, b) is 597 
EXP-LINEAR, and c) is their difference: (b) minus (a). d)-f) are salinity (psu) along 150ºW. d) is for the 598 
REFERENCE experiment, e) is for EXP-LINEAR, and f) is their difference with b) minus a). The overlay 599 
contours are potential density or potential density difference. 600 

c) Influence of surface buoyancy forcing 601 

Surface buoyancy forcing is not explicitly quantified in the vertically integrated vorticity 602 

analysis, but we can explore its impact by removing it in the regional numerical experiment. The 603 

surface buoyancy forcing components are the heat flux, the E-P flux (evaporation - 604 

precipitation), and the salt flux due to the relaxation to sea surface salinity (SSS) used in the 605 

model. To turn off the surface buoyancy forcing, we set their values to zero everywhere. The 606 

resulting gyre is shown in Figure 17. The gyre transport in the Ross Sea area is weaker than in 607 

the REFERENCE experiment in the western part, while the northern part of the gyre center is 608 

stronger (~3 Sv).  The gyre variability in transport shows little difference when compared to the 609 

REFERENCE experiment consistent with the gyre strength dominated by the surface stress.  610 

To further investigate the impact of the buoyancy forcing, we perform another 611 

experiment, EXP-NO-SURFACE-FORCING (Figure 18), where the surface buoyancy and wind 612 

forcing is turned off. This highlights the impact of the surface buoyancy in the absence of surface 613 

stress and helps us to identify if the surface buoyancy forcing can be responsible for the residual 614 

gyre (Figure 14b or Figure 18a) present when the surface wind stress is removed. Figure 18 615 

shows that the surface buoyancy matters the most in the Ross Sea area where the dense water 616 

forms and contributes about 5-10 Sv to the residual gyre. Therefore, we conclude that the 617 

buoyancy forcing plays a local role in the Ross Sea where dense water is formed. It however 618 
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cannot fully explain the presence of the residual gyre in the EXP-NO-STRESS (Figure 14b or 619 

Figure 18a). 620 

  621 
Figure 17: Streamfunction for a) the REFERENCE experiment; b) EXP-NO-BUOYANCY; and c) their 622 
difference b) minus a). The green line is the climatological edge of sea ice coverage. 623 

  624 
Figure 18: Streamfunction for a) EXP-NO-STRESS; b) EXP-NO-SURFACE-FORCING; and their 625 
difference b) minus a). The green line is the climatological edge of ice coverage. 626 

d) Influence of lateral boundary conditions 627 

We demonstrated that surface stress is essential to the formation of the Ross Gyre in the 628 

EXP-NO-STRESS. A residual gyre however remains when the surface stress is turned off 629 

(Figure 14b or Figure 18a) and we have also shown that buoyancy forcing is not the primary 630 

factor driving the residual gyre in EXP-NO BUOYANCY: there is still a residual gyre after we 631 

turn off both the surface stress and buoyancy forcing in the EXP-NO-SURFACE-FORCING 632 

(Figure 18b). The only remaining factors that could force a residual gyre are either directly via 633 

the lateral boundary conditions prescribed at the open boundaries south of 62°S or indirectly by 634 

the ACC north of 62°S.  635 

In both EXP-NO-STRESS, and EXP-NO-SURFACE FORCING, in addition to the ACC, 636 

one can notice that there is an inflow or outflow at the western boundary, south of the sea ice 637 

edge as indicated by the green line (15% sea ice concentration contour, Figure 19). To 638 

investigate whether the residual gyre is directly driven or not by the flow boundary conditions, 639 

we perform an experiment (EXP-NO-SURFACE-FORCING-WALL) identical to the EXP-NO-640 

SURFACE-FORCING, except that we place a wall to the west boundary south of 62ºS. The 641 
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residual gyre in EXP-NO-SURFACE-FORCING-WALL (Figure 19b) is very similar to the gyre 642 

when the surface forcing is turned off (EXP-NO-SURFACE-FORCING) and we can clearly state 643 

that this residual gyre is not driven by the flows to the west of the gyre. It is therefore reasonable 644 

to conclude that this residual gyre must be indirectly driven by the ACC. This is consistent with 645 

Jayne et al. (1996) who used a quasi-geostrophic, homogeneous ocean model on β-plane and 646 

imposed a zonal jet at the western and eastern boundaries to mimic the ACC and showed that an 647 

inertial gyre can be driven by the instabilities of the ACC. 648 

 649 
Figure 19: Streamfunction (Sv) for a) the REFERENCE experiment; b) EXP-NO-WIND; and c) EXP-NO-650 
SURACE-FORCING-WALL. The green line is the climatological edge of ice coverage. The bold red line 651 
on the west boundary of the domain south of 62ºS indicates the position where the relaxation to the lateral 652 
boundary is turning off to mimic a virtue wall.  653 

5. Summary and Discussion 654 

Quantitative estimates of the Ross Gyre’s strength are difficult to obtain from 655 

hydrographic observations alone due to the limited sampling and the relatively weak 656 

stratification. As a result, one cannot fully evaluate the accuracy of the models, except over very 657 

limited areas. However, the latest available observational SSH data under the sea-ice provide 658 

new avenues to estimate the subsurface velocities with the aid of existing 3D climatological T/S 659 

data. The surface geostrophic velocities can be derived from the surface DOT data; then the 660 

subsurface absolute geostrophic velocities can be calculated using the thermal wind relation 661 

applied to the 3D climatological T/S data. Once the full 3D geostrophic velocities are available, 662 

the transport streamfunction was obtained by integrating the zonal velocity from the southern 663 

boundary and the Ross Gyre is defined by the largest closed transport streamfunction contour as 664 

the gyre boundary, with the gyre center defined as the maximum transport streamfunction in the 665 

gyre domain. The gyre transport is then the zonal transport of the meridional section from the 666 

gyre center to the gyre southern boundary. The mean transport of the Ross Gyre, based on our 667 

calculations, can be as much as 47 Sv, or twice the typical estimate of ~20 Sv. The Ross Gyre 668 
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circulation does exhibit interannual transport variability and there is also a seasonal cycle, with 669 

the gyre strongest in the austral winter and weakest in the austral summer. The numerical models 670 

(reanalysis and free running) display weaker Ross Gyre transports due to a stronger baroclinic 671 

structure than that in the observations.  672 

A vertically integrated vorticity analyses of the Ross Gyre show that it is primarily wind-673 

driven in the interior and satisfies the classical Sverdrup balance (the balance between the wind 674 

stress curl and β-term). In the western boundary area of the gyre, the wind stress and the β-term 675 

are balanced by the bottom pressure torque, i.e., the topographic Sverdrup balance. This is 676 

distinct from the classical work of Munk (1950), in which the viscous effects were required to 677 

close the vorticity budget of the gyres. The nonlinear term, including contributions by eddies, 678 

does not appear to play a large role dynamically at the gyre scale, although it may dominate at 679 

local scales. 680 

To estimate quantitatively the relative contributions of wind, buoyancy, eddies, and ACC 681 

on the Ross gyre circulation, regional sensitivity experiments to wind, buoyancy, nonlinearity, 682 

and boundary conditions were performed. The sensitivity experiments confirmed that the Ross 683 

Gyre, and its variability, is primarily wind-driven. Buoyancy forcing, nonlinear effects and 684 

eddies play a lesser role in the gyre dynamics. An important characteristic of the Ross Gyre is 685 

that it is covered by sea ice seasonally. The surface wind stress is controlled by the sea ice 686 

coverage, with a direct wind stress when there is no ice and stress from the ice dragging on the 687 

ocean surface when ice is present. Since the surface stress has been shown to be the main driver 688 

of the Ross Gyre circulation, it will be sensitive to the formulation of the stress from the sea ice 689 

(computed in real time or prescribed as in the regional experiments). A good representation of 690 

ice processes is therefore essential in simulating the Ross Gyre. Having an active ice model 691 

instead of a prescribed one would add another dimension that has not been considered here. 692 

Topographic control of the subpolar gyres has been studied by Patmore et al. (2019) and 693 

Wilson et al. (2022). In Patmore et al. (2019), they found that a gyre can form without a 694 

continent boundary and tend to form along the eastern flank of a meridional ridge when it is 695 

steep enough. This finding is applicable to the Ross Gyre. In Wilson et al. (2022), the authors 696 

found that the zonally-oriented ridge along the northern edge of subpolar gyres plays a 697 

fundamental role in setting the weak stratification and well-confined gyre circulation. Their study 698 

focused on the Weddell Gyre, but their findings can be applied to the Ross Gyre because the 699 
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Pacific-Antarctic Ridge provides a northern zonal oriented bounding to the Ross Gyre as well. 700 

The importance of the topography in setting the Ross Gyre circulation is highlighted by the 701 

vertically integrated vorticity analysis performed in this paper. The vorticity analysis shows the 702 

Ross Gyre satisfies two kind of Sverdrup balances. In the interior, the Ross Gyre is in the classic 703 

Sverdrup balance, i.e., the balance between the wind (surface) stress curl and the planetary 704 

vorticity advection or β-term. In the western gyre boundary area, the balance is the so-called 705 

topographic Sverdrup balance, in which the bottom pressure torque (BPT) become a major 706 

vorticity sink to balance the vorticity from wind stress and the β-term. It is not surprising that the 707 

BPT term is significant in this area. Due to the weak stratification, the circulation has a strong 708 

barotropic component, and thus can be strongly shaped by the topography around the gyre. This 709 

has also been shown to hold in the subpolar gyre in the North Atlantic (Hughes and de Cuevas 710 

2001; Spence et al. 2012; Yeager 2015).  711 

As indicated by Le Corre et al. (2020), studies that highlight the importance of the 712 

topographic Sverdrup balance are usually conducted on relatively coarse resolutions. Indeed, the 713 

horizontal resolution of the B-SOSE data used in the vorticity analysis is only 1/6°, which is 714 

marginally eddy-resolving in the Ross Gyre area. Nonlinear terms do not play an essential role 715 

on the gyre scale in our analysis. However, locally, this nonlinear term can be important and is 716 

primarily balanced by the BPT as in Le Corre et al. (2020). In our numerical simulations, the 717 

nonlinear term plays a significant role in the northeastern part of the gyre and may play an 718 

essential role in maintaining the mean stratification there. Furthermore, the nonlinear term has 719 

been shown to be of importance in other regions of the world. Wang et al. (2017) showed the 720 

importance of nonlinear term in the dynamics the Gulf Stream recirculation gyres using high 721 

resolution (1/20º) simulations. By using a truly eddy-resolving (2 km) terrain-following 722 

coordinate model simulation, Le Corre et al. (2020) revisited the vorticity balance of the North 723 

Atlantic subpolar gyre and showed that the nonlinear term is a major cyclonic vorticity source 724 

that drives the subpolar gyre. Therefore, increasing the resolution of the regional model to truly 725 

resolve eddies in the Southern Ocean would be a natural extension of this study. 726 
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Appendix A: Data description 729 

The DOT are obtained from two data sources: Armitage et al. (2018), hereafter referred 730 

to as Armitage-2018, and the Centre for Polar Observation and Modelling, University College 731 

London (CPOM, http://www.cpom.ucl.ac.uk/dynamic_topography/), hereafter referred to as 732 

CPOM-2021, which is the same as Armitage-2018, but uses a different geoid (Armitage et al. 733 

2016). The former is on a 50 km grid spanning 2011–2015, while the latter is also 50 km, but 734 

spans from 2011-2019. Thus, the common period from 2011-2015 is chosen for comparison. The 735 

SSH estimates of the ice-covered Southern Ocean are derived using radar altimetry data from the 736 

CyroSat-2 (CS-2) mission (Wingham et al. 2006) following the method by Kwok and Morison 737 

(2016) and combined with conventional open-ocean (ice-free) SSH estimates to produce monthly 738 

composites of DOT.  739 

Observational T/S data originate from three climatological datasets: WOA18 (Boyer et al. 740 

2018), GLODAPv2-2016b (Lauvset et al. 2016), and GDEM4 (Carnes et al. 2010). These 741 

datasets are widely used in the oceanography community and are considered the best available 742 

estimates of the ocean state from observations on a large scale. However, they are only available 743 

as annual climatology. 744 

Model datasets include: the Biogeochemical Southern Ocean State Estimate (B-SOSE) 745 

(Verdy and Mazloff 2017); the global Hybrid Coordinate Ocean Model (HYCOM) (Bleck 2002; 746 

Chassignet et al. 2003; Halliwell 2004) reanalysis (Cummings and Smedstad 2013); and a global 747 

HYCOM free simulation, i.e., without data assimilation (Chassignet et al. 2020).  748 

SOSE (Mazloff et al. 2010) is a physically realistic estimate product of the Southern 749 

Ocean state. It is achieved be by constraining the MIT General Circulation Model (MITgcm) 750 

(Marshall et al. 1997) by least squares fit to all available observations of the ocean, which is 751 

accomplished iteratively through an adjoint method. The B-SOSE, a coupled biogeochemical-sea 752 

ice-ocean state estimate, is the latest SOSE product. It has a horizontal resolution of 1/6º and 52 753 

vertical layers with thickness ranges from 4.6 m near the surface to 400 m near the bottom.  754 

More data descriptions can be found on the SOSE website (http://sose.ucsd.edu/sose.html). 755 

The HYCOM reanalysis, short for HYCOM+NCODA (Navy Coupled Ocean Data 756 

Assimilation) Ocean Reanalysis, has a 1/12º horizontal resolution and has been interpolated to 40 757 

standard levels. Data are from the server of Center for Ocean-Atmospheric Prediction Studies 758 
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(COAPS) at Florida State University (FSU) and detailed descriptions of these data can be found 759 

at the HYCOM official website (https://www.hycom.org/). 760 

The global non data-assimilative HYCOM free simulation is based on HYCOM and 761 

Community Ice Code (CICE4) (Hunke and Lipscomb 2010) and is described in detail in 762 

Chassignet et al. (2020). It is a global simulation without data assimilation, with a nominal 1/12º 763 

horizontal resolution and 36 vertical layers. The simulation is initialized with zero velocity and 764 

T/S from the GDEM4 climatology. The atmospheric forcing uses the latest JRA55-do (Tsujino et 765 

al. 2018).  766 

ANDRO Argo floats displacements (Ollitrault and Rannou 2013) are used to verify the 767 

velocity at 1000m depth and help to determine which DOT and T/S combination might provide 768 

the best estimate of the gyre transport. A world deep displacement dataset, ANDRO, comprised 769 

of more than 1,200,000 deep displacements, was produced from Argo float data. The ANDRO 770 

dataset was completed over the period 2000-2009, then partially but annually updated since 771 

2010. These data are available on SEANOE (https://doi.org/10.17882/47077).  772 

To calculate the wind stress, ice stress, and the surface stress felt by the ocean, wind 773 

velocities at 10 m from JRA55-do (Tsujino et al. 2018), sea ice concentration from NOAA/ 774 

NSIDC (Meier et al. 2017) and sea ice velocities from NSIDC (Tschudi et al. 2019) are also 775 

employed. 776 

  777 
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Appendix B: Geostrophic transport estimate 778 

Surface currents are calculated based on geostrophic relation using DOT, then the 779 

subsurface absolute geostrophic velocities are determined based on the thermal wind relation. 780 

According to the geostrophic relation, the zonal (u) and meridional (v) geostrophic velocity can 781 

be written as  782 

 783 
 𝑢𝑢 = −

1
𝑓𝑓
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 (A. 1) 

 784 

 𝑣𝑣 =    
1
𝑓𝑓
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 (A. 2) 

 785 
where x is the longitude, y, the latitude, P, the pressure, f, the Coriolis parameter, and u/v, the 786 

zonal/meridional geostrophic velocity. Using the hydrostatic approximation, the thermal wind 787 

equation states 788 

 789 
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 791 
where 𝜌𝜌 is the density which can be computed from T/S/P via the thermodynamic equation of 792 

seawater and 𝑔𝑔(𝑦𝑦) is gravity acceleration. Note that though 𝑔𝑔(𝑦𝑦) is a function of latitude, its 793 

derivative with respect to 𝑦𝑦 is negligible. 794 

Suppose velocity at depth z is known. Then one can derive velocities at any depth from 795 

the thermal wind relation. For example, the velocity on the surface (z=0) thus can be obtained by 796 

 797 
 𝑢𝑢(0) =

𝑔𝑔(𝑦𝑦)
𝑓𝑓

𝜕𝜕
𝜕𝜕𝜕𝜕

� 𝜌𝜌 (𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝑑𝑑𝑑𝑑
0

𝑧𝑧
+ 𝑢𝑢(𝑧𝑧) (A. 5) 

 798 
 𝑣𝑣(0) = −

𝑔𝑔(𝑦𝑦)
𝑓𝑓

𝜕𝜕
𝜕𝜕𝜕𝜕

� 𝜌𝜌 (𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝑑𝑑𝑑𝑑
0

𝑧𝑧
+ 𝑣𝑣(𝑧𝑧) (A. 6) 

 799 
Alternately, one can also derive the velocity if the surface velocity is known. 800 

 801 
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 803 
Since the surface geostrophic velocities can be derived as  804 
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 807 
where 𝜂𝜂 is the surface topography. One can then use equation (A.7) and (A.8) to get the 808 

subsurface velocities. Once the zonal geostrophic velocities are available, the full streamfunction 809 

is obtained as follows 810 

 𝜓𝜓 = −� � 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢.
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

𝑦𝑦
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